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Abstract. We present an approximate analytical solution to the stream power equation describing the erosion

of bedrock in an actively uplifting mountain range subject to periodic variations in precipitation rate. It predicts

a time lag between the climate forcing and the erosional response of the system that increases with the forcing

period. The predicted variations in the sedimentary flux coming out of the mountain are also scaled with respect

to the imposed rainfall variations in a direct proportion to the discharge exponent, m, in the stream power law

expression. These findings are confirmed by 1-D and 2-D numerical solutions. We also show that the response

of a river channel is independent of its length and thus the size of its catchment area, implying that all actively

eroding streams in a mountain belt will constructively contribute to the integrated signal in the sedimentary

record. We show that rainfall variability at Milankovitch periods should affect the erosional response of fast

uplifting mountain belts such as the Himalayas, Taiwan or the South Island, New Zealand, and predict 1000 to

10 000-year offsets between forcing and response. We suggest that this theoretical prediction could be used to

independently constrain the value of the poorly defined stream power law exponents, and provide an example of

how this could be done, using geochemical proxy signals from an ODP borehole in the Bengal Fan.

1 Introduction

Much work has been devoted to studying the potential links

that might exist between climate and surface processes,

and in particular the erosion of high-relief, tectonically ac-

tive mountain belts (Tucker and Slingerland, 1997; Whipple

et al., 1999; Zhang et al., 2001; Boggart et al., 2003; Whipple

and Meade, 2006; Willett et al., 2006; Strecker et al., 2007;

Whipple, 2009; Wobus et al., 2010; DiBiase and Whipple,

2011; Champagnac et al., 2012; Herman et al., 2014). This

is in turn important to understand whether climate can affect

tectonics as suggested by several now highly quoted stud-

ies (Molnar and England, 1990; Willett et al., 1993; Mont-

gomery, 1994; Montgomery et al., 2001). Because glacial

erosion is more efficient than fluvial processes, it is now rea-

sonably well established that Cenozoic climate cooling cul-

minating in the onset of periodic glaciations in the Quater-

nary has led to enhanced erosion rates in many high-latitude

or high-elevation mountain belts (Egholm et al., 2009; Her-

man et al., 2014), as long as ice is not frozen to the bedrock

(Thomson et al., 2010). In non-glaciated environments, rain-

fall intensity plays an important role in controlling erosion

(Roe et al., 2005), but there is growing evidence that vari-

ability in rainfall may be as important as mean precipitation

in limiting or enhancing the rate of surface erosion by moun-

tain streams and rivers (Lague and Hovius, 2005; DiBiase

and Whipple, 2011). Variations in rainfall also affect the rate

of chemical erosion as water availability is, with tempera-

ture, one of the main controls on silicate weathering (Dixon

et al., 2009; Maher and Chamberlain, 2014). The thawing

and freezing of soil-mantled slopes is also known to highly

amplify the rate of soil creep (Anderson, 2002), implying that

variability in temperature at or near freezing point must affect

the rate of transport of chemically weathered rocks. Vegeta-

tion type and cover are also a function of climate (and ele-

vation) and there is now mounting evidence that vegetation

and erosion are linked (Hupp and Osterkamp, 1996; Dosseto

et al., 2010), providing another potential, and so far poorly

studied, link between erosional efficiency and climate.
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2 J. Braun et al.: Cyclic erosional response

The climate of the late Cenozoic and of the Quaternary

in particular is dominated by large variations in continental

ice cover both near the poles and in regions of elevated to-

pography, which are controlled by variations in the Earth’s

orbital parameters, the so-called Milankovitch cycles (Mi-

lankovitch, 1941). Other aspects of the Earth’s climate are

also known to vary between glacial and non-glacial periods,

such as the strength of the monsoon, or the latitudinal dis-

tribution of precipitation (Rossignolstrick, 1983; Prell and

Kutzbach, 1987; Demenocal and Rind, 1993; Clemens et al.,

1991, 1996). There is clear evidence that since the onset of

large amplitude, 100 ka period glacial cycles approximately

1 Ma ago, glacial erosion is strongly enhanced during peri-

ods of extended ice cover (Valla et al., 2011; Herman et al.,

2014), but other potential effects of climatic variations at

Milankovitch periods on the erosional response of mountain

belts, such as variations in rainfall intensity and/or variabil-

ity, have not been extensively studied, potentially because of

the large difference between the Milankovitch orbital periods

and the typical tectonics/erosion timescales (≥ 1 Ma).

The response of geomorphic systems to cyclic climate

variations at either longer or shorter periods, has, however,

been the subject of several studies. Paola et al. (1992) and

Willgoose (1994, 2005) showed that, under the assumption

that sediment transport rate is related to slope and runoff,

the response of an equilibrium system (i.e., having reached

a steady-state form by balancing uplift and erosion) to a si-

nusoidal variation in rainfall depends on the period of forc-

ing in comparison to the response time of the system (the

time it takes to reach equilibrium). If the forcing is much

faster than the response time, the system is constantly out

of equilibrium; when the forcing is slow, the system is able

to remain at equilibrium; for intermediary forcing timescales,

the geomorphic system’s response lags the rainfall variations.

Humphrey and Heller (1995) computed the response of a ge-

omorphic system composed of an eroding mountain (obeying

a linearized version of the stream power law) and a deposi-

tional foreland to demonstrate that an oscillating forcing (in

precipitation for example) causes cyclic sedimentation pat-

terns that show maximum amplitude at the contact point be-

tween the erosional and depositional systems. They also note

that the time delay between forcing and response is mostly

a function of the system size, not the period of forcing, and

that the response is always damped in comparison with the

forcing.

Using a more complex model combining the effects of

soil formation and transport on hillslopes to the transport

and erosion by river channels, Tucker and Slingerland (1997)

demonstrated that cycles in runoff intensity cause a non-

linear response of geomorphic system, which strongly de-

pends on the period of the cycles in comparison with the

response time of the system. They also confirmed the re-

sults of Rinaldo et al. (1995), who showed that drainage den-

sity varies during climate cycles as the balance between flu-

vial and hillslope transport and erosion evolves through time.

Using a diffusive model for fluvial sediment transport by

rivers, Castelltort and Van Den Driessche (2003) showed that

Milankovitch-period variations in sedimentary supply from

a high-relief, fast-eroding source (the mountain) are strongly

buffered and therefore unlikely to be preserved in the deposi-

tional record. Using a more sophisticated model that includes

the effect of grain size on transport capacity, Armitage et al.

(2011) demonstrated that variability in rainfall is mostly im-

printed in the sedimentary record as variations in grain size

and its distribution with distance to the source. In a more

recent study, Simpson and Castelltort (2012) argue that high-

frequency rainfall cycles can be propagated and amplified to

sedimentary basins if one assumes a potentially strong feed-

back between discharge and channel gradient. Similarly, but

focusing on Milankovitch cycles timescales, Godard et al.

(2013) demonstrated, using a surface processes model that

combines fluvial erosion and hillslope processes, that geo-

morphic systems behave as “forced oscillators” where cli-

mate forcing is amplified in the sedimentary response at a rel-

atively specific range of frequencies, although their response

to the relatively short-period Quaternary climate variability is

strongly damped when diffusive processes become dominant

over river incision.

Here we present an analytical solution to the stream power

law equation forced by climate-driven cycles in precipitation.

We show that it is a natural behavior of this equation to pre-

dict an amplification and introduce a time lag between forc-

ing and response. We then use a simple numerical solution of

the same equation to fully appreciate the response of a fast-

eroding tectonic system to periodic perturbations in precipi-

tation, with a particular focus on forcing at the Milankovitch

periods. We then interpret these solutions in terms of the con-

sequences they have on the behavior of natural systems and

their response to cyclic rainfall variability at a range of forc-

ing periods.

2 The stream power law

We will assume that bedrock incision is the dominant mode

of erosion in an active mountain belt. Under the assumption

that fluvial erosion can be represented by the stream power

law (Howard, 1994) and that drainage area increases as a

power of the distance to the water divide (Hack, 1957), the

evolution of bedrock height, h, as a function of time is given

by the following partial differential equation, or PDE (see

Appendix for a detailed derivation):

∂h

∂t
= U −Kνm(L− x)mp

(
∂h

∂x

)n
, (1)

where L is the length of the river channel, U is rock uplift,

ν is precipitation rate and K , n, m and p are constants. The

distance x is measured from base level (h(x= 0)= 0). Let us

note that, as drainage area tends towards zero at the divide,

erosion rate is arbitrarily nil at x=L. This is commonly han-

dled by defining a critical slope, Sc, beyond which the stream
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power law is no more valid and colluvial and hillslope pro-

cesses become dominant (Whipple and Tucker, 1999). The

slope (n) and area (m) exponents in the stream power law are

not well constrained. Their commonly accepted ranges are

0.2<m< 0.8 and 0.5<n< 2. The ratio m/n controls the

concavity of stream profiles that have reached an equilibrium

between uplift and erosion (see Eq. A11 in the Appendix)

and, where estimated, it ranges between 0.4 and 0.6. Inde-

pendently, p, the exponent in Hack’s law relating drainage

area to distance to the divide can be extracted from digital el-

evation model analysis; its commonly accepted value is close

to 2.

3 Response to precipitation change

In the Appendix, we show that this equation can be written

in dimensionless form as follows:

∂h′

∂t ′
= 1− (1− x′)mp

(
∂h′

∂x′

)n
, (2)

where x′= x/L, h′=h/H , t ′= t/τ , and

H =
(
U

K νm

)1/n L1−mp/n

1−mp/n
and τ =H/U . We also show

that the variation in normalized height, δh′, resulting from a

small perturbation in precipitation, δν′, obeys the following

PDE:

∂δh′

∂t ′
≈−mδν′−

n

1−mp/n
(1− x′)mp/n

∂δh′

∂x′
. (3)

The first term of the right-hand side of the equation corre-

sponds to the direct response of the system to the perturba-

tion (it is directly and linearly proportional to δν′), whereas

the second term expresses how the resulting change in slope,
∂h′

∂x′
, modifies the response of the system to future perturba-

tion.

In the Appendix, we show that there exists an approxi-

mate solution to this equation, which yields the response of

the system to a small periodic perturbation in precipitation

rate, ν= ν0+ δν0 sin
(

2π t
P

)
, in the form of the correspond-

ing variation in the sedimentary flux,Q=Q0+ δQ0, i.e., the

erosion rate integrated over the channel length. The solution

can be expressed as

δQ0/Q0

δν0/ν0

=
δQ′

δν′
=Gsin

(
2π(t + θ)

P

)
, (4)

where G is a dimensionless gain and is given by

G=
2πτm/P√

(2πτ/P )2+
(

mp
1−mp/n

)2
(5)

and θ is a phase shift, or time lag, between the forcing (the

perturbation in precipitation rate) and the response (the re-

sulting perturbation in sedimentary flux), given by

θ =
P

2π
tan−1

(
P

2πτ

mp

1−mp/n

)
. (6)
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Figure 1. Predictions of the quasi-analytical solution (solid and

dashed lines) and the numerical simulation (squares and circles).

The solid lines and circles represent the time lag (divided by the

forcing period, P ) and the dashed lines and squares represent the

gain, both as a function of the forcing period, P (normalized by

the characteristic time of the system, τ ). The green, red and blue

lines/symbols correspond to values of (m, n) equal to (0.5, 1) and

(1, 2) and (2, 4), respectively, such thatm/n= 1/2 in all three cases.

The blue lines/symbols correspond to the case where (m, n)= (1, 3),

i.e., m/n= 1/3 6= 1/2, which explains why, in that case, the quasi-

analytical solution is less accurate.

P is the period of forcing and τ is the characteristic time of

the system, i.e., the time it takes for erosion to balance uplift

(τ =H/U ). Note that this solution is only valid for values of

the ratio mp/n close to unity (see Appendix).

The predicted time lag and gain are shown in Fig. 1 as

functions of the period of the perturbation, for various val-

ues of the exponent m and
mp

1−mp/n
≈ 1. We see that for

very short periods, i.e., in comparison with the characteris-

tic timescale of the system (P � τ =H/U ), the sedimen-

tary flux is in phase with the perturbation. This is because

the channel geometry does not have the time to respond to

the perturbation in precipitation rate. As the forcing period

increases, the time lag grows until it reaches a quarter of

the forcing period and the two signals are completely out of

phase. This can be derived from Eq. (6), where

limP�τ θ = 0 (7)

limP�τ θ = P/4. (8)

For intermediary periods (τ/100<P <τ ), the system is out

of phase, with the sedimentary response lagging behind the

climate forcing. These results are in agreement with the qual-

itative analysis of Willgoose (1994) based on the results of a

landscape evolution model where sediment transport is as-

sumed proportional to slope and surface runoff (proportional

to precipitation and drainage area). Our results also show
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that the time lag increases with m (compare the red curve

corresponding to m= 1 with the black curve corresponding

to m= 2 and the green curve corresponding to m= 0.5 in

Fig. 1).

We note also that the gain decreases with the forcing pe-

riod. The gain is maximum and equal to m when the forcing

period is small compared to τ and it tends towards zero when

the forcing period is much larger than τ . This can be derived

from Eq. (5):

limP�τG=m (9)

limP�τG= 0. (10)

In this latter situation (P � τ ), the channel has the time to

adjust to the variable precipitation and remains at steady state

such that the sedimentary flux perfectly balances the uplift

rate, U , and there is no perturbation (the gain is nil).

It is worth noting that this behavior is similar to the re-

sponse of a general linear system with finite memory as de-

scribed by Howard (1982, see his Fig. 1) while considering

the general response of geomorphological systems to step or

periodic forcing. Although clearly derived from a non-linear

equation, our solution could be regraded as the application of

this general principle to bedrock channel incision parameter-

ized by the stream power law.

4 Numerical solution

To test the accuracy of this approximate solution, we have

solved the stream power law using the following implicit fi-

nite difference scheme (Braun and Willett, 2013):

hi(t +1t)=hi(t)+U1t −K1tν
m(L− x)mp(

hi(t + δt)−hi−1(t + δt)

δx

)n
. (11)

The non-linear dependence of erosion rate on slope (when

n 6= 1) was dealt with by using a Newton–Raphson iterative

scheme (Braun and Willett, 2013). We imposed the uplift rate

and the mean precipitation rate. We adjusted the constant K

such that the resulting steady-state topography reaches a set

value, Hmax. Note that the value of the mean precipitation

rate is not important, as it appears as a multiplier of the con-

stantK in the stream power law. The model was run to steady

state and a sinusoidal variation in precipitation rate was then

imposed of amplitude equal to one-tenth of the mean precipi-

tation rate. The amplitude of this perturbation is of no impor-

tance to the solutions we present, as long as it remains small

in comparison with the mean precipitation rate. Increasing

the amplitude of the perturbation towards values close to the

assumed mean precipitation causes the time lag to increase

and the amplification to decrease, but the characteristics of

the solution remain unchanged. The channel length was set

to 200 km but its value does not influence the solution either,

implying that the response of an incising river to a perturba-

tion in precipitation rate does not depend on its size or the

size of its catchment. This is a consequence of using a value

of mp/n≈ 1.

We computed the gain as the ratio of the amplitude of the

variations in sedimentary flux normalized by the mean sedi-

mentary flux (at steady state) by the amplitude of the imposed

variations in precipitation rate normalized by the mean pre-

cipitation rate. We also computed the phase shift between the

imposed precipitations and the computed sedimentary flux

by performing a cross-correlation between the two signals.

The results are also shown in Fig. 1 where they are compared

to the semi-analytical solution for different combinations of

the parameters m, n and p.

The first interesting result is that the numerical solution is

almost identical to the analytical solution when mp/n≈ 1,

implying that the analytical solution is a good approximation

of the general behavior of the system. For values of the ex-

ponents such that mp/n 6= 1, the analytical solution is not so

accurate as shown in the case where m= 1, n= 3 and p= 2

(blue curve in Fig. 1), but the shape of the solution is very

similar with the analytical solution clearly overestimating the

time lag. In all cases, the numerical solution predicts a time

lag between climate and the resulting erosional response that

is a function of the forcing period, reaching a maximum of

P/4 when the forcing period is similar to the characteristic

time, τ . Similar to the analytical solution, the gain, G, or ra-

tio of the relative variation in sedimentary flux (normalized

by its steady-state value) to relative variation in precipitation

(normalized by its steady-state value), scales with m for pe-

riods that are small compared to the characteristic timescale

of the system and tends towards zero for longer periods.

To better understand the solution and thus the behavior

of the system, we show in Fig. 2 snapshots of the evolution

of the models in terms of the departure in erosion rate from

the mean (steady-state) value. We selected the model run in

which n= 4, m= 2, p= 2, P = 100 ka and U = 6 mm a−1.

We recognize that the values ofm and nwe selected are large

and likely to be outside the range of acceptable values, but

this choice produces a clear time lag and amplification of the

erosional signal that we can more easily use to illustrate the

behavior of the system. The solution shows the propagation

of damped waves in erosion rate (Fig. 2b) with the erosion

rate varying locally by as much as 50 % of the imposed mean

value (here 6 mm a−1). As rainfall increases at the beginning

of a cycle (black curve in Fig. 2b), the incision rate increases

near the base level. The maximum in anomalous erosion rate

propagates up the profile (blue curve in Fig. 2b) until the pre-

cipitation rate starts to decrease. The erosion rate decreases

then drastically near the base level (red curve in Fig. 2b),

and a similar but opposite-sign wave of reduced erosion rate

propagates towards the head of the channel (purple curve in

Fig. 2b). The cycle then repeats itself. Note that the height of

the river profile is also affected by similar topographic waves

but, interestingly, whereas the predicted erosion rate can vary

by as much as 50 % locally, the topographic “waves” never

exceed 100 m in amplitude (i.e., < 2 % of the maximum to-
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Figure 2. (a) Evolution of precipitation (climate) and the result-

ing sedimentary flux through a couple of imposed cycles (here at

100 ka) derived from the numerical solution of the stream power

law for exponent values of n= 4, m= 2 and p= 2. The phase lag

θ and the relation between the variations in precipitation δν and the

resulting variations in sedimentary flux (δQ), i.e., the gain, are also

shown. (b) Erosion rate anomaly along the stream profile at various

times during a rainfall cycle; each curve corresponds to a time that

is indicated by a circle of the same color in (a).

pography), anywhere along the profile. The wavelength of

these waves is such that the topographic perturbation they

cause is likely to be almost undetectable.

The formation of these waves corresponds to the response

of a system at equilibrium to a small perturbation. If the rate

of change of the perturbation is rapid (in comparison to the

characteristic time of the system), the system does not have

the time to adjust and the perturbation in rainfall results in

an instantaneous and proportional response in erosion rate.

Consequently, the erosional response is in phase and in pro-

portion to the perturbation (here amplified by the powerm to

which the discharge, and thus rainfall, is raised in the stream

power law). On the contrary, when the perturbation rate is
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Figure 3. Computed normalized erosion rate ( ∂h
∂t
/U ) as a function

of the normalized distance (x/L) along the river profile for differ-

ent values of the forcing period, P . Each curve in a given set cor-

responds to a selected snapshot during a rainfall cycle. Top (blue)

curves, middle (purple) curves and bottom (red) curves correspond

to P = 1000, 100 and 10 ka, respectively. n= 4, m= 2 and p= 2 in

all three model runs.

very slow (in comparison to the characteristic time of the

system), the system is able to adjust, the system remains at

or close to steady state and the integrated rate of erosion re-

mains constant and equal to the imposed uplift rate. These

two end-member behaviors are shown in Fig. 3 (blue and red

curves), as well as the case where the forcing period is sim-

ilar to the characteristic time of the system (purple curves).

We see that, for long forcing periods, the response is strongly

damped as the system is able to change its shape (slope) and

adjust to the variation in precipitation rate such that erosion

rate remains almost equal to uplift rate along the entire length

of the river profile; the only remaining anomaly in erosion

rate is near the headwaters of the stream and is therefore

strongly out of phase. For short forcing periods, the pertur-

bation propagates rapidly over the entire length of the profile

such that it is able to offset the erosion rate over its entire

length, therefore leading to a large amplitude response that

is, however, in phase with the forcing.

In Fig. 4, we show the geometry of these

waves/perturbations at the start of a precipitation cycle

(corresponding to point 1 on Fig. 2a) for a range of values

of the exponents m and n. We kept all other parameters at

constant values, i.e., U = 6 mm yr−1 and P = 100 ka. As

usual the K parameter is adjusted such that the resulting

steady-state river profile maximum height is 6000 m. We

note that, to first order, the wavelength of these waves

determines the time lag – i.e., the shorter the wavelength, the

www.earth-surf-dynam.net/3/1/2015/ Earth Surf. Dynam., 3, 1–14, 2015
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gain, G.

shorter the time lag – whereas their amplitude determines

the gain.

Finally, we performed a large number of simulations,

keeping the uplift rate constant at 6 mm a−1, but varying m,

n and P . The results are shown in Fig. 5. For small forc-

ing periods (Fig. 5a; P = 1 ka) compared to the characteris-

tic time, the offset is nil and the gain is directly proportional

to m (Fig. 5a). For intermediate values of the forcing period

(Fig. 5b and c), which we arbitrarily selected to correspond

to the 41 and 100 ka Milankovitch periods, the gain remains

proportional to m, especially for values of m and n that are

close to the limitm/n= 0.5 (ormp/n= 1). If we assume that

the ratio between m and n is well constrained, this implies

that the gain is also proportional to n. This simple relation-

ship breaks down for large forcing periods (Fig. 5d) as the

gain tends towards zero, independently of m or n.

The time lag, θ , is nil for small values of the forcing pe-

riod. For intermediate values of the forcing period (Fig. 5a),

it increases withm as well as with n, such that the increase in

time lag along them/n= 0.5 line is relatively small: it varies

between 250 and 1000 a for P = 41 ka and between 1000

and 5500 a for P = 100 ka (Fig. 5b and c). These contour

plots also show that the time lag increases mostly as the ratio

m/n tends towards 1 (the thick black diagonal line).

5 Discussion

Our solutions demonstrate that time lags are a natural re-

sponse of erosional systems to climate (rainfall) variability

if they obey and are controlled by the stream power law. The

sedimentary flux responds to an external climate forcing –

variable precipitation – in a way that depends on how the

forcing period compares to the characteristic timescale of the

system, τ , which is itself proportional to mountain height and

inversely proportional to mean uplift rate. When the forcing

period, P , is within the range τ/100<P <τ , a substantial

time lag is predicted in the erosional response to a cyclic pre-

cipitation pattern (see Fig. 1). Time lags associated with forc-

ing at Milankovitch periods should therefore be measurable

in most orogenic systems that have a characteristic timescale

of a few million years (Whipple and Meade, 2006) and, par-

ticularly, in fast uplifting/eroding mountain belts, such as

the Southern Alps in New Zealand or the Taiwan orogen,

which both experience uplift and erosion rates of the order

of 10 mm a−1.

We also predict that the erosional response is multiplied

by a factor m, the area exponent in the stream power law,

for forcing at periods smaller than τ . Although m is likely to

be smaller than unity, it is possible that, if m> 1, the sedi-

mentary signal be enhanced, which may explain the strong

imprint that Milankovitch cycles have on the sedimentary

record (De Boer and Smith, 1994) despite the relatively small

changes in both solar insulation and temperature that are as-

sociated with the corresponding variations in the Earth’s or-

bital parameters. At long forcing periods (compared to τ ),

the gain tends towards zero, inhibiting detection of the time

lag.

We have also shown that the erosive response of a river

to a change in precipitation rate does not depend on its

length. This ensures that all streams and catchments in a

given mountain belt respond in a synchronous manner. It is a

direct consequence of the stream power law combined with

Hack’s law. To test whether this still holds when taking into

account the complex geometry and varied topology of river

networks, we have used the plan-form two-dimensional land-

scape evolution model FastScape (Braun and Willett, 2013)

to perform a simulation similar to the 1-D models presented

here above. We used the following model parameters: n= 4,

m= 2, K = 3× 10−14 m1−3m a−1−m and U = 6 mm a−1 to

allow for a direct comparison with the results shown in Fig. 2.

The solution is shown in Fig. 6 and is also provided as a small

animation (see Supplement).

On the one hand, and as in the 1-D model, the com-

puted topography (Fig. 6d–f) remains relatively unchanged

throughout the precipitation cycle with local variations of

the order of a few tens of meters only. On the other hand,

the erosion rate (Fig. 6a–c) changes dramatically from step

to step. The model predicts a wave of erosion rate in each of

the model catchments. The wave propagates at the same rate

in all catchments, regardless of their size or geometry (pan-

els a to c) demonstrating that Hack’s law, used in the 1-D

analytical solution (Eq. 1) and in the 1-D numerical model

(Fig. 2), is a good approximation to the topology of catch-

ments and the plan-form relationship between drainage area
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Figure 5. Contour plots of computed gain G (upper left half of each panel), and time lag θ (lower right half of b and c), as a function of

the stream power law exponents m and n for different forcing periods: (a) 1 ka, (b) 41 ka, (c) 100 ka and (d) 1 Ma. U is 6 mm a−1 and p= 2

in all model runs. Contour labels for θ are in years; G is a dimensionless quantity. The dashed lines correspond to m/n= 0.5, a commonly

accepted value derived from river profile concavity measurements. The circles correspond to the preferred values for n (= 1) and m (= 0.5).

Gain and time lag were only computed for values of n≥m.

and distance to the divide. We also note that drainage geom-

etry and, a fortiori, drainage density does not change during

a climate cycle. This is contrary to the results of simulations

performed by Rinaldo et al. (1995) and Tucker and Slinger-

land (1997) implying that hillslope processes (not included

in the FastScape model runs presented here) must control

drainage density in a varying climate.

Another important outcome of our study is that, although

the response of the stream power law to small cyclic varia-

tions in precipitation produces nearly undetectable changes

in river longitudinal profiles, the erosional waves they trigger

are measurable and, potentially, amplified (depending on the

value of m). These waves could cause in situ measurements

of erosion rate by cosmogenic isotope methods, for example,

to be strongly variable both in space and time, rendering esti-

mates of local or catchment-averaged exhumation rate rather

difficult.

A direct comparison of our results (Fig. 1) with those of

Godard et al. (2013) (see their Fig. 2) shows that the ampli-

fication of the climate cycles in the sedimentary record near

the “forced oscillator” periods they evidenced is reproduced

by our model; it corresponds to the slight increase in the gain

(or amplitude response) that is seen on all curves presented

in Fig. 1 ahead of the transition to low gain values. Note that

this slight increase in gain is relatively subtle compared to

the main one we evidence here, which scales with m.

Unlike Godard et al. (2013), however, we did not include

in our computations the effect of the hillslope response to

variations in stream incision rate caused by rainfall cycles.

Here, we focused our attention on the stream power law rep-

resenting bedrock incision which we considered as the main

controlling agent on the rate of landscape evolution in active

mountain belts. In a mountain that has reached steady state

between fast uplift and erosion, it is likely that hillslopes are

close to or at a critical state (slope) and should therefore re-

spond almost instantaneously to variations in stream incision

rate, at least for forcing periods of the order of a few tens of

thousands of years (the Milankovitch periods, for example).

For slowly uplifting areas, this might not be the case and fur-

ther work should concentrate on including a reasonable rep-

resentation of hillslope process but also of sediment transport

capacity by rivers in the calculations presented here.

www.earth-surf-dynam.net/3/1/2015/ Earth Surf. Dynam., 3, 1–14, 2015
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Figure 6. Evolution of (a)–(c) the erosion rate and (d)–(f) the topography predicted by the FastScape landscape evolution model showing

the propagation of waves of erosion during an imposed precipitation cycle (a and d correspond to the time when precipitation rate is at its

mean value; b and e correspond to the time when precipitation rate has increased to half of its maximum amplitude, i.e., one-eighth into the

precipitation cycle; c and f correspond to the time when precipitation rate has increased to its maximum amplitude, i.e., one-quarter into the

precipitation cycle). Note the synchronism between all drainage basins, regardless of their drainage area and/or geometry.

Observations of a potential time lag between climate forc-

ing and the erosional response of an active tectonic area are

rare. In a recent paper, Gourlan et al. (2014) argue that they

observe a time lag between δ18O and εNd records derived

from a well-studied ODP site (ODP 758) located in the south-

ern part of the Bengal Fan (Gourlan et al., 2010). This is,

potentially, an appropriate site to observe changes in conti-

nental riverine input related to changes in the erosional flux

from the Himalayas. The data sets they use are rather unique

for they provide records of both climate and εNd (a proxy

for the intensity of the riverine sedimentary input from Hi-

malayan rivers) at high resolution and on the same samples.

This allows for a direct time correlation between the two

data sets, even if the exact age of each sample is only con-

strained by correlating the local δ18O signal with globally

averaged sea surface temperature data (Gourlan et al., 2010).

A careful spectral analysis of the two signals shows the ex-

istence of a well-defined time lag between δ18O and εNd at

Milankovitch periods, which increases with the forcing pe-

riod. This time lag is 1000, 2000 and 7000 (±500) years

at the 23, 41, and 100 ka Milankovitch periods, respectively.

Gourlan et al. (2014) argue that the delay between tempera-

ture changes recorded by δ18O and the erosion flux out of the

Himalayas recorded by εNd must be a consequence of how

the variability in summer monsoonal rainfall affects erosion

in the Himalayas. Estimates from global circulation mod-

els suggest that Indian monsoonal rainfall intensity varies in

phase with temperature at orbital cycle periods (Braconnot,

2004) with an amplitude of a 1–2 mm day−1, which is ap-

proximately 10 % of the present-day precipitations.

Using the numerical model described above, we searched

through parameter space to find the best fitting model param-

eters that would provide a close fit to the observed time lags.

We varied m, n, p and U and, for each run, adjusted K so

that the steady-state maximum mountain height is 6000 m.

There is no single solution to this search. In Fig. 7, we show

the fit of three model runs corresponding to various values of

the model parameters.

We combined the solutions of many model runs performed

at the three Milankovitch periods (23, 41 and 100 ka) (Fig. 8)

but assuming a constant value of U = 6 mm a−1 and p= 2,

to show that the range of acceptable m and n values defines

a region in [m, n] space (dark grey shaded area in Fig. 8)

that is sub-parallel to the commonly accepted range for m

and n defined by m/n= 0.5. The corresponding gain factors

range from 1 to 2, depending on the value chosen for m. For

Earth Surf. Dynam., 3, 1–14, 2015 www.earth-surf-dynam.net/3/1/2015/
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from the spectral analysis of the geochemical proxies from Gourlan

et al. (2014)) and the model predictions for different values of the

m, n and p exponents and the assumed mean (steady-state) imposed

uplift rate.

large n values, the optimumm/n ratio tends towards its more

commonly accepted value of 0.5.

We note, however, that only a small sub-ensemble of the

best fitting values of the m and n model parameters (dark

grey shaded area) are within the most commonly accepted

ranges (0.2<m< 0.8 and 0.5<n< 2, light grey-shaded area

between light dashed lines). This could imply that the time

lags observed between the geochemical data sets are not re-

lated to the erosional response of the Himalayas to a cyclic

rainfall; the time lags could originate from the delayed trans-

port in the Ganges plains, for example. The temporary stor-

age of sediments in the Indian plains is best described by

a transport limited or diffusive model (Castelltort and Van

Den Driessche, 2003). However, to fit the constraint pro-

vided by the two geochemical signals (i.e., that the time lag

increases with the forcing period), the diffusivity parameter

needs to be scaled in an ad hoc fashion with the period of

fluctuations, which is difficult to justify. Alternatively and if

we recall that the value of the m and n exponents is poorly

constrained and remains the subject of much debate (see the

recent review paper by Lague (2014) on this subject), the ob-

served time lags could be regarded as new, independent con-

straints on the value of the stream power law parameters.

Our best fitting models have values form and n that are ei-

ther very large, if imposed to be in the accepted ratio of 2, or

that are not in this accepted ratio. If n is indeed large, the re-

sponse of the erosional system to changes in slopes is strong.

Interestingly, it has been recently demonstrated that the expo-

nent n may depend on the variability of river discharge, and

thus climate (Lague and Hovius, 2005). In a variable climate,
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Figure 8. Contour plots of predicted time lags at the three Mi-

lankovitch periods (blue at 23 ka, black at 42 ka and red at 100 ka) as

a function ofm and n. The dark grey shaded area corresponds to the

values of m and n that satisfy the three time lags derived from the

spectral analysis of geochemical data from the Bengal Fan (Gourlan

et al., 2014); the light grey shaded area corresponds to the range of

commonly accepted values for m and n.

n and m should have low values, with n being close to unity,

whereas, in locations where the climate is “steady”, n could

be as large as 3 or 4 (Lague and Hovius, 2005). Alternatively,

it could be that the ratio m/n is not close to 0.5, but this is

difficult to reconcile with the very numerous observations of

the steady-state concavity of river profiles (see Whipple and

Tucker (1999), for example), unless one calls into question

the existence of steady-state conditions between uplift and

erosion.

6 Conclusions

Based on both analytical and numerical solutions to the

stream power law, we have shown that it is a natural behavior

of this equation to produce a time lag between cycling cli-

mate forcing and the resulting erosional response. The main

finding is that the time lag depends on the forcing period.

If the forcing period is small compared to the characteristic

timescale of the tectonic system (i.e., the time it takes for

the system to approach steady state between uplift and ero-

sion), the time lag is small; conversely, if the forcing period

is large, the time lag tends towards a quarter of the period

(the response is exactly out of phase with the forcing). The

second important finding is that the erosional response is am-

plified in comparison with the amplitude of the climate forc-

ing in a direct proportion to the parameter m, the discharge

exponent in the stream power law when the forcing period is

small. For large value of the forcing period (in comparison

with the characteristic timescale of the system), the ampli-

fication tends towards 0, which means that very long-term
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10 J. Braun et al.: Cyclic erosional response

variations in rainfall do not affect the erosional response of

an active mountain belt and thus cannot be recorded, in the

sedimentary record for example.

We have also demonstrated, based on simple 1-D and 2-D

numerical landscape evolution experiments, that the response

to climatic variations of an actively eroding mountain river,

if it obeys the stream power equation, is independent of the

size of its drainage basins, implying that, within a mountain

belt, all rivers should respond in phase with each other to

a periodic rainfall perturbation and, consequently, contribute

constructively to the integrated sedimentary record.

We have shown that the response of a rapidly uplifting and

eroding mountain belt to rainfall variations at Milankovitch

periods can lag the climatic forcing by several thousands of

years. This theoretical prediction should be used to interro-

gate the geological record and, potentially, test the validity of

the stream power law as an adequate parameterization of flu-

vial erosion in active mountain belts. We have finally shown

how geochemical signals could be used to extract such po-

tential offsets under the assumption that they are adequate

proxies for climate variability and the resulting erosional

response. Potentially, such data sets could provide interest-

ing and independent constraints on the slope and area expo-

nents in the stream power law. We have also shown that the

sedimentary flux fluctuations resulting from periodic rainfall

variations can be amplified if m> 1, which may explain the

strong imprint that Milankovitch cycles have on the sedimen-

tary record despite the relatively small changes in both solar

insulation and temperature that are associated with the corre-

sponding variations in the Earth’s orbital parameters.
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Appendix A: Response of the stream power law to

periodic rainfall

A1 The stream power law

Fluvial erosion in high-relief terrain is commonly parameter-

ized by the stream power law (Howard, 1994):

∂h

∂t
= U −KνmAm

(
∂h

∂x

)n
, (A1)

where h is the height of the bedrock, U is rock uplift, A is

drainage area, ν is precipitation rate andK , n andm are con-

stants. Drainage area is known to increase as a power of the

distance to the water divide:

A∝ (L− x)p, (A2)

where x=L corresponds to the position of the water divide

with respect to the point, x= 0, where the stream is held at

base level:

h(0)= 0. (A3)

Combining Eq. (A1) to Eq. (A2) leads to

∂h

∂t
= U −Kνm(L− x)mp

(
∂h

∂x

)n
. (A4)

Let us note that, as drainage area tends towards zero at the

divide, this equation is singular at x=L. This is commonly

handled by defining a critical slope, Sc, beyond which the

stream power law is no more valid and colluvial and hills-

lope processes become dominant to maintain slope at S= Sc

(Whipple and Tucker, 1999).

A2 Steady-state solution to the uplift/stream power

equation

At steady state, we can write

U =Kνm(L− x)mp

(
∂h

∂x

)n
, (A5)

and the steady-state profile is

h=

(
U

Kνm

)1/n
1

1−mp/n[
L1−mp/n

− (L− x)1−mp/n
]
. (A6)

The maximum height is

H =

(
U

Kνm

)1/n
L1−mp/n

1−mp/n
. (A7)

If we introduce dimensionless variables,

x′ = x/L, h′ = h/H, t ′ = t/τ (A8)

where τ =H/U , Eq. (A4) becomes

∂h′

∂t ′
= 1− (1− x′)mp

(
∂h′

∂x′

)n
. (A9)

The boundary condition becomes

h′(0)= 0, (A10)

and the steady-state solution takes the dimensionless form:

h′ = 1− (1− x′)1−mp/n. (A11)

A similar expression can be found in Whipple and Tucker

(1999).

A3 Small perturbation in precipitation rate

Let us consider how a small temporal perturbation in precipi-

tation rate δν(t) affects the steady-state solution. We assume

that the solution scales linearly with the perturbation:

h= h+ δh (A12)

while still respecting the boundary condition:

δh(0)= 0. (A13)

Equation (A4) becomes

∂δh

∂t
= U −K(ν+ δν)m(L− x)mp

(
∂h

∂x
+
∂δh

∂x

)n
, (A14)

where ν is the precipitation rate at steady state. Because both

δν and thus δh are small, we can write

∂δh

∂t
≈U −K

(
νm+mνm−1δν

)
(L− x)mp(∂h

∂x

)n
+ n

(
∂h

∂x

)n−1
∂δh

∂x

 . (A15)

Using Eq. (A5) and keeping the terms O(δν) and O(δh)

only, we obtain

∂δh

∂t
≈−m

δν

ν
U − nKνm(L− x)mp

(
∂h

∂x

)n−1
∂δh

∂x
. (A16)

Using Eq. (A5) again, we can write

∂δh

∂t
≈−m

δν

ν
U − nK1/nνm/nU (n−1)/n

(L− x)mp/n
∂δh

∂x
(A17)
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and by using Eq. (A7), we obtain

∂δh

∂t
≈−m

δν

ν
U −

nU

H

L1−mp/n

1−mp/n
(L− x)mp/n

∂δh

∂x
. (A18)

Using again the dimensionless variables,

δh′ = δh/H, δν′ = δν/ν, t ′ = t/τ, x′ = x/L, (A19)

we obtain

∂δh′

∂t ′
≈−mδν′−

n

1−mp/n
(1− x′)mp/n

∂δh′

∂x′
. (A20)

If we integrate this equation over the length of the channel

and introduce

ĥ′ =

1∫
0

δh′(x′)dx′, (A21)

we obtain

∂ĥ′

∂t ′
≈−mδν′−

n

1−mp/n

1∫
0

(1− x′)mp/n
∂δh′

∂x′
dx′ (A22)

and, by integrating by parts, we obtain

∂ĥ′

∂t ′
≈−mδν′−

mp

1−mp/n

1∫
0

(1− x′)mp/n−1δh′dx′ (A23)

as δh′(0)= 0.

Here we need to make a further assumption, which is un-

likely to be valid in all situations, but it will allow us to derive

an approximate solution which we will test numerically. Un-

der the assumption that the ratio mp/n is close to unity, we

can neglect the term (1− x′)mp/n−1 under the integral sign.

This leads to

∂ĥ′

∂t ′
≈−mδν′−

mp

1−mp/n

1∫
0

δh′dx′ (A24)

and

∂ĥ′

∂t ′
≈−mδν′−

mp

1−mp/n
ĥ′. (A25)

A4 Periodic perturbation in precipitation rate

Assuming a periodic perturbation in precipitation rate which

we express as

δν′ = δν′0 sin(αt ′), (A26)

we obtain the following solution:

ĥ′ =
mδν′0

(
α cos(αt ′)−

mp
1−mp/n

sin(αt ′)
)

α2+

(
mp

1−mp/n

)2

+C0e
−

mp
1−mp/n

t ′
. (A27)

The negative exponential term corresponds to the transient

response of the system, which is not of interest to us here

and we will neglect it from now on.

A5 Predicted sedimentary flux

The perturbation to the normalized sedimentary flux leaving

the channel is given by

δQ′ =
∂ĥ′

∂t ′

=−

αmδν′0

(
α sin(αt ′)+

mp
1−mp/n

cos(αt ′)
)

α2+

(
mp

1−mp/n

)2
, (A28)

which can also be expressed in the following form:

δQ′ ≈
αmδν′0√

α2+

(
mp

1−mp/n

)2
sin(αt ′+ θ ′), (A29)

where the lag, θ ′, is given by

θ ′ = tan−1

(
1

α

mp

1−mp/n

)
(A30)

and the amplification ratio, or gain, G, between normal-

ized sedimentary flux variations and normalized precipitation

variations, is given by

G= δq ′/δν′0 =
αm√

α2+

(
mp

1−mp/n

)2
. (A31)

Going back to the dimensional variables, we see that this

solution corresponds to a signal that lags behind the forcing

by a time:

θ =
P

2π
tan−1

(
P

2πτ

mp

1−mp/n

)
, (A32)

where P is the period of forcing/climate change and τ is the

characteristic time of the erosive system, i.e., the time it takes

for erosion to come to equilibrium with tectonic uplift.
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