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Abstract. In seismology, the signal is usually analysed for earthquake data, but earthquakes represent less than
1% of continuous recording. The remaining data are considered as seismic noise and were for a long time
ignored. Over the past decades, the analysis of seismic noise has constantly increased in popularity, and this
has led to the development of new approaches and applications in geophysics. The study of continuous seismic
records is now open to other disciplines, like geomorphology. The motion of mass at the Earth’s surface generates
seismic waves that are recorded by nearby seismometers and can be used to monitor mass transfer throughout the
landscape. Surface processes vary in nature, mechanism, magnitude, space and time, and this variability can be
observed in the seismic signals. This contribution gives an overview of the development and current opportunities
for the seismic monitoring of geomorphic processes. We first describe the common principles of seismic signal
monitoring and introduce time—frequency analysis for the purpose of identification and differentiation of surface
processes. Second, we present techniques to detect, locate and quantify geomorphic events. Third, we review the
diverse layout of seismic arrays and highlight their advantages and limitations for specific processes, like slope or
channel activity. Finally, we illustrate all these characteristics with the analysis of seismic data acquired in a small
debris-flow catchment where geomorphic events show interactions and feedbacks. Further developments must
aim to fully understand the richness of the continuous seismic signals, to better quantify the geomorphic activity
and to improve the performance of warning systems. Seismic monitoring may ultimately allow the continuous

survey of erosion and transfer of sediments in the landscape on the scales of external forcing.

1 Introduction

A multitude of geomorphic processes act on the Earth’s sur-
face, driving the evolution of its landscapes. These processes
include, for example, river sediment transport, river bed ero-
sion, debris flow, and hillslope activity such as rock fall and
landsliding, all of which act at diverse spatio-temporal scales.
Moreover, interactions and feedbacks may occur amongst
these processes, within individual episodes of geomorphic
activity or at longer timescales (Whipple, 2004). For exam-
ple, a common concept is that hillslopes provide sediment
to a river (Hovius et al., 2000), where it serves as a tool
for erosion of the channel (Sklar and Dietrich, 2001; Attal
and Lavé, 2006; Turowski et al., 2007; Cook et al., 2013).

Channel lowering or lateral undercutting of the banks can in
turn drive further erosion of adjacent hillslopes (Densmore
et al., 1997; Molnar et al., 2010; Burtin et al., 2014). Such
links between separate process domains determine the dy-
namics of the Earth’s surface, and need to be resolved to
understand the landscape as a whole. It can be difficult to
directly observe geomorphic processes and especially their
links, and monitoring techniques often lack the temporal and
spatial coverage and resolution to address the scale of inter-
est. Thus, the development of observational approaches that
offer continuous coverage of surface process activity at the
landscape scale is a key challenge in geomorphology. Not
only are such approaches essential to the advancement of un-
derstanding of individual processes and landscape dynam-
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ics, but they can also be used for natural hazard assessment,
real-time event warning (e.g. Berti et al., 2000; Badoux et
al., 2009), and monitoring in civil engineering applications.
Seismic monitoring techniques are promising in this respect,
as the only currently available method to monitor an integral
landscape at high temporal resolution, without the need to
focus on a specific process or site (Burtin et al., 2013). In
the past decades, the potential of using acoustic and seismic
signals for geomorphological gain has been explored in sev-
eral studies (e.g. Bazinger and Burch, 1990; Taniguchi et al.,
1992; Govi et al., 1993; Rickenmann and McArdell, 2007;
Burtin et al., 2008, 2010, 2011; Gray et al., 2010; Hsu et
al., 2011; Schmandt et al., 2013; Diaz et al., 2014; Roth et
al., 2014; Chao et al., 2015; Barriére et al., 2015a). The ap-
proach makes use of the fact that the displacement of mass at
the Earth’s surface generates elastic seismic waves that prop-
agate through the subsurface and can be recorded by acoustic
or seismic sensors.

A simple particle drop experiment made on a dry gravel-
bed channel illustrates the potential of monitoring geomor-
phic mass movements with seismic sensors and, to a certain
extent, the characterization of geomorphic processes (Burtin
et al., 2011). Two different rocks with masses of 45 and
0.07 kg weight were dropped from 1 m height, and the in-
duced elastic waves were recorded by a seismometer located
at 7m from the impact. Two immediate observations can
be made qualitatively from the recorded signal (Fig. 1): the
heavier rock generates a seismic signal with an amplitude 30
times larger than the lighter rock and with a longer wave-
length (lower frequency).

Based on this simple experiment, one can expect that a
process in which solid matter moves over the surface of
the Earth generates seismic waves that carry information
about the location, timing and magnitude of that process
in their time series and frequency content. Indeed, seismic
and acoustic methods are used routinely to monitor geo-
morphic processes such as snow avalanches (e.g. Surifiach
et al., 2000; Bessasson et al., 2007) and bedload transport
(e.g. Gray et al., 2010; Rickenmann et al., 2012) and are em-
ployed on an operational basis in natural hazard warning sys-
tems (e.g. Badoux et al., 2009). Established applications have
mainly targeted a specific process at a specific site. Stream-
side or landscape-wide monitoring concepts are not yet es-
tablished as a standard tool in geomorphology, but proof-of-
concept studies have been described for several processes
such as debris flows (Burtin et al., 2009, 2014), bedload
transport (Govi et al., 1993; Burtin et al., 2008, 2010, 2011,
Hsu et al., 2011; Schmandt et al., 2013; Roth et al., 2014)
and rock slides (Helmstetter and Garambois, 2010; Deparis
et al., 2008; Dammeier et al., 2011), and path-finding scien-
tific applications have been published (Ekstrém and Stark,
2013; Burtin et al., 2014).

Here, we review the principles, advantages and current
limitations of seismic monitoring of geomorphic processes.
First, we introduce some basic concepts of seismology and
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Rock drop experiment on a dry gravel-bed channel in
the French Alps, Pré de Madame Carle (Burtin et al., 2011). Parti-
cles with a weight of 45kg (a) and 0.07 kg (b) fall from a height
of 1 m. The ground vibrations are recorded by a seismometer at a
distance of 7 m from the impact. Amplitude is normalized for each
drop but the 45 kg particle has a seismic signal 30 times larger than
the 0.07 kg one. A longer wavelength is also observed on the seis-
mic signal from the heaviest particle.

survey the different instrumentations for recording seismic
waves generated by geomorphic sources. Then, we highlight
the advantages and drawbacks of a seismic remote sensing
approach, explore the use of seismic instrument arrays to
detect, locate and characterize geomorphic activity, and dis-
cuss the adaptation of the network geometry to the geomor-
phic process or process system of interest, illustrating each
point with practical examples. Finally, we preview the de-
velopment of seismic tools for the real-time high-resolution
monitoring of Earth’s surface processes.

When a rock particle hits the ground, the kinetic and potential
energy of the impact is partially transferred to the medium as
seismic energy and carried by seismic waves that propagate
and dissipate from the source point. Seismic waves are clas-
sified as body waves that travel through the medium as com-
pressional waves or P waves (also primary waves), involving
volumetric disturbances, and shear waves or S waves (also
secondary waves), with only shearing deformation, preclud-
ing their propagation in fluids (Fig. 2). Following the analyt-
ical expression of Aki and Richards (2002), the displacement
u at a position x for a point force Xg is

u(e, 1) =uNGe, 1) +uP(x, 1) +us(x,1). (1)
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Figure 2. lllustration of ground motions produced by compressional (P wave) and shear waves (S wave). After Stein and Wysession (2003).

In Eq. (1), the ground displacements «”(x, ) and uS(x, )
induced by P waves and S waves, respectively, are

AFP 1 r

P a1 _r

u (x’t)_4npa2rX0 (t a), )
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In Egs. (2) and (3), the point force Xg is observed at a dis-
tance r, and « and B8 are the seismic velocity of P and
S waves, respectively. A¥? and AFS are radiation patterns
changing with respect to the source—receiver position (Aki
and Richards, 2002). In these expressions, the ground dis-
placement decays with the travel distance in »—1 because the
seismic waves from a source spread in all directions and their
amplitude is distributed over an ever-increasing area, which
is, to first order, spherical for body waves. Thus, the ampli-
tude per unit area decreases with the distance to the source
for body waves. These displacement expressions refer to the
far-field terms, because when r increases, they dominate the
near-field term uN(x, r), which is defined as

/B

4u tXo(t — 1)dr. 4)

N
u (x,t)=———
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The amplitude of the near-field decays in »—2 and it dom-
inates the ground displacement when the source-receiver
distance is small. The near-field term is composed of both
P wave and S wave motions and the distinction between
near- and far-field can be made with respect to the wave-
length A = ¢/f of the seismic waves propagating with the
velocity ¢ at a frequency f. The near-field space generally
considers an area within less than a small fraction of a wave-
length from the source, whereas the far-field space consid-
ers an area that is more than several wavelengths (Aki and
Richards, 2002).

Seismic waves can also travel along the Earth’s surface as
surface waves. These are further subdivided into Rayleigh
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Figure 3. Love (a) and Rayleigh (b) surface-wave displacements
for a horizontal propagation from left to right. Love waves are
purely transverse motion, whereas Rayleigh waves contain both ver-
tical and radial motion. After Shearer (2009).

and Love waves (Fig. 3). Rayleigh waves arise from an in-
teraction between P and S waves at the free surface and are
polarized on the radial and vertical components with a retro-
grade ellipsoidal particle motion similar to the orbital mo-
tion of water under surface waves. Love waves consist of
S waves polarized in the horizontal plane that are trapped
in a wave guide near the surface. Their induced motion is
only observed along the transverse direction (Fig. 3). In con-
trast to body waves, surface-wave energy is distributed over
a cylindrical area instead of a sphere. Thus, the amplitude
per unit area decreases with the square root of the distance
to the source for surface waves. This explains why surface
waves have generally the largest amplitude on a seismogram
far from the source point.

The seismic energy that radiates from a source is directly
linked to the magnitude of the force involved. Forces in-
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volved in most geomorphic events are small with domi-
nant frequencies above 1 Hz by comparison with large earth-
quakes that can excite waves as low as ~ 3 x 10~* Hz (e.g.
Lay and Wallace, 1995). However, very large landslides also
generate seismic waves with frequencies of ~6 x 10~3 Hz
(Ekstrédm and Stark, 2013). Seismic energy is dissipated
while the wave is travelling, but seismic attenuation is not
only due to a geometrical spreading of the energy and it
involves other types of dissipation. The energy is also lost
by shear heating at grain boundaries or rock mass disconti-
nuities. This attenuation, called anelastic attenuation, is de-
scribed by a quality factor Q., which is wave-dependent
(compressional or shearing) and is inversely proportional to
the fractional energy loss per cycle of oscillation (e.g. Lay
and Wallace, 1995) as

1 AE
0.~ mE ©)

Thus, low Q. values denote a strongly attenuating medium
and we can express the amplitude Ag as a function of the
travel distance r as

A(r) = Aoe_(é%’)r. (6)

With this expression, we note that the anelastic attenuation
is frequency-dependent and high-frequency seismic waves
attenuate more rapidly than low-frequency waves. Indeed,
high-frequency waves (short wavelengths) are sensitive to
medium heterogeneities with a larger length scale. Low-
frequency seismic waves, with long wavelengths, are not af-
fected by these short length-scale heterogeneities that are
common at shallow subsurface. Therefore, for low-frequency
waves, the medium is seen as a homogeneous body. Q. val-
ues are also assumed to be frequency-dependent (e.g. Erick-
son et al., 2004) with a form

Q¢ = Qo(f/ fo). (7

However, for shallow subsurface propagation of a seismic
wave, y can be assumed to be null (Anderson and Hough,
1984).

These developments introduce the role of local ground
properties in the way the seismic ground velocity signal u(z)
is recorded. The seismic amplitude can be amplified or al-
tered with respect to a given frequency content. Such be-
haviours are even more prone to occur with high frequen-
cies, sensitive to small-scale heterogeneities that are domi-
nant in the subsurface. To describe the relevant parameters
of the propagating field, one can introduce the Green’s func-
tion G(z), which corresponds to the medium’s response to
an impulsive force. The Green’s function is thus carrying the
propagation history from a seismic source at a location xg to
a receiver at a location x. Following Aki and Richards (2002)
and given a force history F(t), the recorded ground velocity
u(z) in the frequency domain is expressed by

u(f.x)=2mif F(f)G(f.x). (@)

where F(f) is the Fourier transform of F(z). In the case of
seismic sources assimilated to sediment particles in a stream
flow, we can assume that forces are vertically incident (Tsai
et al., 2012) and Rayleigh surface waves are expected to be
the main excited waves (e.g. Sanchez-Sesma et al., 2011).
Following this approximation and a Rayleigh-wave sensitiv-
ity that decays with depth z proportional to e =%, the ampli-
tude of the Rayleigh-wave Green’s function is similar to

k 2
IG(f,x)| ~ 8puve0 v/ %e_ﬂfr/(UuQ)v )

where p; is the volumetric mass density of the medium, v, is
the Rayleigh-wave phase velocity, v, is the group velocity, k
is the angular wavenumber, r is the source—receiver distance
(Ix — xol), and Q is the quality factor (Tsai et al., 2012). The
expression of G(z) introduces some medium characteristics,
like the volumetric mass density, the group velocity and the
phase velocity, and the quality factor that are necessary to
estimate to properly quantify the seismic amplitude. There-
fore, an equivalent source at a similar distance but recorded
in a drastically different lithology will imply a different seis-
mic amplitude at receivers. When the quantification of the
seismic energy is a key purpose in a study, any observed spa-
tial fluctuation should be compared to local site in order to
obtain an integrative picture of the phenomenon.

Ground medium properties are not always well known,
but one can state some simple assumptions with respect to
the local geology to obtain their estimates. A detailed ex-
ample of assumptions used in a study case of river seismic
noise modelling has been described by Tsai et al. (2012). If a
ground exploration is possible, the parameters can be investi-
gated with a common active seismic experiment or even pas-
sive seismology using ambient noise correlation (e.g. Shapiro
and Campillo, 2004). However, the latter technique has to
be carefully applied since the spatial distribution of high-
frequency seismic noise does not always allow unbiased ve-
locity estimates. Indeed, homogenous spatial distribution of
sources is barely observed at such high frequencies (e.g.
Burtin et al., 2010).

Finally, to retrieve the full expressions of the Rayleigh-
wave and Love-wave Green’s functions, we refer the reader
to Aki and Richards (2002) and Tsai and Atiganyanun (2014)
for expression relative to surface-to-surface Green’s func-
tions as well as Gimbert et al. (2014) for an example of
Green’s function allowing non-vertical impulsive seismic
sources to be taken into account.

Seismic waves or local ground motions are recorded by ve-
locimeters (seismometers or geophones). Accelerometers or
strong motion sensors can also be used as seismic instru-
ments. Their use in geomorphic studies is limited since they
are less sensitive to small motions than seismometers and we



do not consider them further. Modern seismic instrumenta-
tion offers a wide range of sensors with different character-
istics that make them suitable for specific applications, like
seismic imaging, earthquake monitoring or civil engineering.
A key characteristic concerns the frequency response of the
instrument or its sensitivity to a given frequency band. Two
main instrument categories exist. Short-period seismome-
ters and geophones are sensitive to a high-frequency band,
from 1-10 Hz to 500 Hz. These instruments are well suited
for the monitoring of most geomorphic sources. The main
difference between geophones and short-period seismome-
ters is that the latter is more sensitive to small ground mo-
tions, especially at frequencies below 1Hz. Surface pro-
cesses also generate low-frequency seismic waves, which re-
quire broadband seismometers that commonly have a natural
frequency or resonant frequency of the undamped system of
8.3 x 1073 Hz (1205 period wave). This allows the record-
ing of low-frequency seismic energy induced by large land-
slides and other mass movements (e.g. Ekstrom and Stark,
2013). Broadband seismometers are also sensitive to higher
frequencies (~ 100 Hz) but are typically more expensive than
short-period seismometers. Therefore, the latter are generally
favoured if channel processes are the primary goal. It is im-
portant to note that, even if the seismic sensors differ, one can
still retrieve an equivalent seismic signal after the removal of
the instrument response. Furthermore, the signal deconvolu-
tion from the instrument response allows for retrieval of the
true motion of the ground (from count to ms~—1) and homog-
enization of observations coming from sensors with different
specificities (natural frequency and damping factor). These
sensor characteristics influence the true amplitude and phase
of the seismic signals. By applying a deconvolution, these
artefacts can be corrected. For a complete description, we re-
fer the reader to relevant work on seismometry and reviews
(Lay and Wallace, 1995; Aki and Richards, 2002; Shearer,
2009).

Broadband and most short-period seismometers record
seismic signals in three dimensions, on orthogonal axes
which are commonly aligned vertically, northerly and east-
erly so that directional information from multiple stations
can be compared. The use of three-component instruments
allows a larger diversity of data processing than a single-
component instrument. For example, the polarity of seismic
waves can be used to determine the source type, and it can
also give some information about the incoming direction of
a wave front in a location problem. Moreover, the analysis of
three-component seismic data allows the estimation of possi-
ble site effects, which amplify the seismic wave amplitude at
a certain frequency due to a specific lithology and/or geom-
etry of sedimentary layers in the medium below the stations.
There are diverse strategies to estimate these effects, but the
best known approach is the H/V ratio method from Naka-
mura (1989), which is largely used in seismic engineering.
The approach consists of estimating the spectral ratio of the

seismic energy of the vertical to the horizontal components
to highlight the possible amplified frequencies in the signal.
Seismometers are sensitive to small ground motions, cor-
responding to velocities smaller than 1 pms—1 at a quiet site.
They can, but do not have to be, deployed in the immedi-
ate vicinity of the studied processes. Crucially, they can also
be located at safe sites, removed from geomorphic process
activity, where their functioning is not compromised. Their
location can be tailored to the monitoring objective, which
typically falls into one of two categories. Monitoring is ei-
ther targeted at a specific process and site or aimed at the use
of the ambient seismic noise to study multiple processes in-
teracting over a distributed area. We will discuss these two
general classes in the following sections, using the monitor-
ing of bedload transport as an example, as both local and
ambient approaches have been used to study this process.

Geophones are used in several indirect methodologies to
survey channelized geomorphic processes such as bedload
transport (e.g. Gray et al., 2010) and debris flows (e.g. Comiti
et al., 2014). The term indirect indicates that the seismic sig-
nal gives direct information only on relative rates, and has
to be calibrated to obtain absolute quantities (e.g. Mizuyama
et al., 2010a). For in-stream monitoring, geophones are of-
ten coupled to steel plates or pipes (e.g. Rickenmann and
Fritschi, 2010; Mizuyama et al., 2010b). In such a setup, the
sensor records the signal of the impact of sediment particles
on the steel casing whilst being protected from the sediment-
laden flow. As an additional benefit, it is to some extent pos-
sible to isolate the sensor system from noise sources origi-
nating outside the channel, and thereby from processes that
are not of interest for the application at hand.

Currently, the most advanced in-stream indirect monitor-
ing method for bedload transport is the Swiss plate-type geo-
phone system (Rickenmann et al., 2014; Turowski et al.,
2009, 2013) that is used as an example here. Versions of this
sensor system have been employed for more than 25 years in
the Erlenbach, a small headwater catchment (0.7 km?) in the
Swiss pre-Alps (e.g. Rickenmann et al., 2012). The stream is
instrumented with six geophone plates located in a cross sec-
tion just upstream of the retention basin. The sensors record
the seismic signal of bedload impacting on the plates, and
when the amplitude exceeds a pre-defined threshold, an im-
pulse is counted. These impulse counts provide a memory-
saving summary statistic that has been proven to be a robust
predictor of transported particle mass both in laboratory ex-
periments and in comparison to direct field measurements at
the Erlenbach (Fig. 4) and at other sites (Rickenmann and
McArdell, 2007; Rickenmann et al., 2012, 2014). A simi-
lar technique is used for the Japanese pipe hydrophone and
yields comparable results (Mizuyama et al., 2010a, b). Re-
cently developed protocols allow the extraction of the size
distribution of the transported grains (Wyss et al., 2014) and
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Figure 4. Comparison of calibration measurements of geophones
and sediment transport from basket samplers (dots) and retention
basin (squares) in the in the Erlenbach, Switzerland. After Rick-
enmann et al. (2012). Group data labelled D1, Dy, and D3 denote
less reliable data (outliers) for the geophone calibration (see Rick-
enmann et al., 2012).

the energy they deliver to the bed (Turowski et al., 2013,
2015).

Local monitoring has distinct advantages and disadvan-
tages over ambient monitoring approaches. Although the ini-
tial installation of instrumentation such as the Swiss plate-
type geophone system is costly and relies on the existence of
a fixed channel cross section such as a check dam, afterwards
the sensors are largely maintenance-free and can record at a
high temporal resolution for decades. Moreover, the sensor
housing is acoustically isolated and only relevant in-stream
signals are recorded. Many other types of sensors exist (see
Gray et al., 2010), some less sophisticated than the Swiss
plate-type geophone system and therefore quicker to deploy,
but less stable and more sensitive to noise. Local monitor-
ing solutions provide observations and quantifications of a
process at a point. For them to be meaningful, process occur-
rences must be focused in the location of observation. This is
the case for channel processes such as bedload transport and
debris flow, but not for other surface processes. If broader
spatial coverage is desired, then ambient monitoring is the
approach of choice.

2.4 Ambient monitoring

Ambient monitoring has two principle advantages. First, the
instruments are installed outside of geomorphically active
areas such as channel beds, and are thus easily accessible
for maintenance and data collection, and protected from the
destructive forces acting during geomorphic events. Second,
the instruments are likely to record signals from a variety of
processes and distributed sources.

Earth Surf. Dynam., 4, 285-307, 2016

Govi et al. (1993) were the first to explore a stream-side
approach for the monitoring of in-channel processes, using
six short-period seismometers deployed along a 150 m long
coarse-grained alluvial channel in the Italian Alps. These au-
thors analysed the average seismic amplitude from several
flood events and highlighted the potential for bedload moni-
toring. Time—frequency analysis of continuous seismic sig-
nals from a temporary seismological experiment deployed
across the Himalayas (Hi-CLIMB experiment; Nabélek et
al., 2009) showed the importance of the nearby trans-
Himalayan Trisuli River in generating the recorded seismic
energy (Burtin et al., 2008). The stations along and within
2km of the Trisuli River displayed an increase in seismic
energy between 1 and 20 Hz during the summer monsoon
season (Fig. 5). Along the Himalayan Arc, this period shows
a drastic increase in water discharge and sediment transport,
due to rainfall and melting of Himalayan snow and glaciers
(e.g. Barros and Lang, 2003). The relation between high-
frequency seismic energy and hydrological parameters (wa-
ter level and discharge) traces a hysteresis loop (Fig. 5b) with
a larger seismic energy during the onset of the monsoon than
at the end of the summer at a given water level (Burtin et
al., 2008). This indicates that the flowing water is not the
only source of river seismic signals and secondary signals are
produced by sources in the river, probably moving bedload
particles. No bedload data are available for Himalayan rivers
at the time of writing, but a similar hysteresis loop between
suspended sediment load and water discharge is known from
other trans-Himalayan rivers (Gabet et al., 2008; Andermann
et al., 2012; Struck et al., 2015), lending some weight to this
interpretation. Hsu et al. (2011) also found a hysteresis loop
between discharge and seismic noise at the shorter timescale
of a typhoon-induced flood along the Cho-Shui River, Tai-
wan. Roth et al. (2014) confirmed a direct link between the
observation of a hysteresis and the occurrence of bedload
transport. Using the seismic data recorded along the Chiji-
awan River in Taiwan after the removal of a check dam, they
had the opportunity to record two main storms, for which
only one had an episode of bedload transport. A hysteresis
between seismic noise and water level was only observed
when bedload was mobilized.

To better use the river seismic signals in geomorphology,
Tsai et al. (2012) proposed a model for the power spectrum
density of seismic waves generated by impulsive impacts
from saltating particles. This first attempt to quantify sedi-
ment flux from seismic recordings was tested with the data
acquired along the Trisuli River (Fig. 5). With a simple sed-
iment transport model (vertical impacts) and some assump-
tions on the river hydrodynamics, the river grain size distri-
bution and ground seismic properties, the authors were able
to reproduce the observed hysteresis and calculate the bed-
load flux (Fig. 6); however, they did not have bedload trans-
port observations for direct validation. Nevertheless, Tsai et
al. (2012) thus developed a first-order direct model to sim-
ulate seismic data that can, at least in principle, be used in

www.earth-surf-dynam.net/4/285/2016/
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an inverse approach to retrieve bedload flux and grain size
distribution.
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For reduced hydrodynamics and grain sizes several orders
of magnitude smaller than those mobile in Nepal or Tai-
wan, the potential of seismic monitoring was explored in a
small braided river plain in the French Alps (Burtin et al.,
2011; Meunier et al., 2011). A frequency band of [2-5] Hz
was found to best explain the fluctuation of water discharge
(Fig. 7). Similarly, Schmandt et al. (2013) attributed the fre-
quency band of [0.5-2] Hz to near-bed turbulence, the band
of [2-15] Hz to the interaction between surface waves and
air, and the band of [15-45] Hz to bedload transport. These
observations indicate that, in the river seismic signal, the
flowing water component can be spectrally isolated from the
sediment component.

To improve the modelling of river seismic signal and
the quantitative interpretation of recordings, Gimbert et
al. (2014) modified the model of Tsai et al. (2012) to include
a physical description of seismic noise generated by turbulent
flow in rivers. They proposed a model focused on the gener-
ation of seismic waves from frictional forces at the riverbed
due to turbulent flow interacting with boundary roughness
caused by coarse sediments. The authors found that noise in-
duced by turbulent flow excites lower frequencies than noise
induced by bedload, which is in agreement with the obser-
vations made in the French Alps and at the Colorado River
(Burtin et al., 2011; Schmandt et al., 2013). The model also
seems to be sensitive to the source—receiver distances, where
stations close to (far from) the stream have a larger fraction
of noise induced by bedload (turbulent flow). From this fea-
ture, the authors concluded that the hysteresis observed along
the Trisuli River is largely influenced by turbulent flow be-
low 8 Hz. However, it is important to mention that the mod-
elling calculations were made for a station 600 m from the
river, whereas the data were recorded at a distance of 300 m.
Model results of Gimbert et al. (2014) indicate that for a cor-
rect river-station distance of 300 m, bedload-induced noise
should dominate the turbulent flow source. Therefore, the
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the higher frequency bands lose this relation. These bands are interpreted to monitor the bedload transport and can be discriminated from the

flowing water signal.

reduced hysteresis observed at lower frequencies (3-8 Hz)
could also mean that the larger bedload fraction is less sen-
sitive to a supply limitation during a monsoon season if the
frequencies of generated ground vibrations are inversely pro-
portional to the grain size of the colliding particles.

Indeed, seismic data analysis suggests that larger bed-
load particles excite lower seismic frequencies (Burtin et
al., 2011; Barriere et al., 2015b). Similar observations were
also inferred from laboratory and natural experiments as
well as during debris-flow occurrences (Huang et al., 2004,
2007). The signal frequency content of a debris-flow fore-
front, where the large boulders accumulate, has much lower
frequencies than the tail, where concentration of large par-
ticles drops. Finally, a dependence of the signal on parti-
cle size has been reported from in-stream monitoring (Et-
ter, 1996; Rickenmann et al., 2014; Barriére et al., 2015h).
This frequency—grain size dependence opens possibilities for
indirect monitoring of bedload calibre and grain size distri-
butions for example during floods (see Wyss et al., 2014).
However, such an application requires a rigorous physical de-
scription of the phenomenon at the origin of this frequency
dependency. A full development has not yet been described,
but some mechanistic explanation can be found in the Hertz
impulse theory (Johnson, 1987; McLaskey and Glaser, 2010;
Thorne, 2014). Hence, large particles collide with the river
bed over a large contact area and with a longer contact time,
which would favour the generation of low-frequency content
in the ground vibrations.

Although channel processes were first investigated using
ambient monitoring approaches, they are not the only geo-
morphic activity that is recorded by seismic networks. Impor-
tantly, the sensitivity of seismometers to weak ground mo-
tion also allows surveying of slope processes (Deparis et al.,
2008; Dammeier et al., 2011), and a wide range of other seis-
mic sources, from anthropogenic activity (McNamara and
Buland, 2004) to meteorological and environmental sources
like rain and wind or agitated vegetation. Thus, seismome-
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ter networks can be used to study both hillslope and channel
processes, their interaction, and the attendant environmental
conditions (Burtin et al., 2013, 2014). To understand what is
recorded and to avoid misinterpretations, a source character-
ization needs to be performed. This is generally done with
time—frequency analysis, which allows the discrimination of
seismic sources, and is the topic of the next section.

3 Characterization of seismic signals

3.1 Methods

The seismic amplitude of a time series can offer relevant in-
formation about a seismic signal but some important features
can be masked by inputs that are not related to the event of
interest. Filter processing, targeting specific frequencies, can
help to isolate relevant parts of the signal. Transformation of
the signal to obtain the frequency spectrum is a powerful tool
to quantify the magnitude of a signal in the frequency do-
main. It allows a fast characterization of the signal and it can
be used a posteriori to isolate a specific signal with a given
filter. Nevertheless, in a frequency spectrum, the temporal in-
formation is not resolved and fluctuations of the spectrum in
the time series are unknown. A common tool to characterize
a seismic signal is time—frequency analysis since it allows
combining both aspects as the seismic amplitude or energy is
quantified in both time and frequency domains (Fig. 8).

A classic method in time—frequency analysis is the Fourier
transform. The continuous seismic signal can be divided into
short segments, on which a taper is applied and a fast Fourier
transform (FFT) is performed on each individual segment to
obtain a series of spectra. These are compiled in time to give
the equivalent of a spectrogram, showing the distribution of
seismic energy in time and frequency. With a taper it is pos-
sible to decrease the effect of spectral leakage due to limited
window size. It avoids an artificial increase in power at neigh-
bouring frequencies and allows for enhanced identification of
the frequencies that characterize a signal.

www.earth-surf-dynam.net/4/285/2016/
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Figure 8. Characterization of seismic signals (left) with a time-
frequency analysis (right). Each vertical seismogram is high-pass-
filtered at 1 Hz and the seismic energy from spectrograms is in deci-
bels. We performed the analysis for a local earthquake (Switzerland,
day 144/2013 20:57:25 UTC), a public transport vehicle (GFZ Pots-
dam), a rockslide (lllgraben, day 1/2013), a debris flow (lligraben,
day 203/2013) and bedload transport (Ecrins, summer 2010), from
top to bottom.

To reduce the variance of the spectrum that generally
arises from the simple use of a FFT and enhance the inter-
pretation of a time—frequency analysis, several other power
spectral density (PSD) estimators exist. One PSD estima-
tor relies on Welch’s overlapping method (Welch, 1967), in
which a time series is split into several overlapping segments
and a PSD computed on each individual segment. Then, an
average PSD over all the segments is determined, which cor-
responds to the PSD of the original time series. This averag-
ing step serves to reduce the variance of the final spectrum.
However, with short time series for which few data points
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are processed, the splitting is a limitation since it affects the
resolution of the discrete spectrum, where a limited number
of frequencies are estimated. This method especially reduces
the spectrum resolution at low frequencies. Thus, in a time—
frequency analysis with a temporal resolution of a few sec-
onds, Welch’s approach can be problematic for frequencies
around 1 Hz. To avoid this limitation, PSDs can be computed
with a multi-taper approach (Thomson, 1982; Percival and
Walden, 1993). In this case, the time series is windowed with
a discrete, prolate spheroidal sequence of tapers, where the
taper of a given order corrects the effect of the previous or-
der. Then, all the calculated PSDs are averaged to obtain a
spectrum with a reduced variance. The advantage of a multi-
taper method is that the signal is not divided, as the window
size is constant, which avoids a decrease in the frequency
resolution.

Time—frequency analysis is not the only approach to char-
acterize the energy of time series. Many other methods exist
for signal processing, like wavelet analysis to remove noise
from the seismic records and isolate the signal of a specific
process. We refer the reader to relevant review papers for de-
tails (e.g. Grochenig, 2001; Tary et al., 2014).

3.2 Seismic characteristics of geomorphic sources

Time—frequency analysis of seismic signals allows the iden-
tification of seismic sources with distinct spectral signatures.
We can distinguish, for example, earthquakes, rockslides,
debris flows, bedload transport and anthropogenic activity
(Fig. 8), based on differences between these sources in terms
of the duration of a process event, the characteristic fre-
quency range at which seismic energy is conveyed and the
evolution of that frequency range over the duration of an
event. Below, we review the seismic characteristics of sev-
eral major geomorphic processes and other sources.

3.2.1 Rockfalls, landslides and river channel processes
Slope processes

Among dry, gravity-driven erosion processes in steep rock
walls, rockfalls, rockslides and rock avalanches tend to have
a limited duration, similar to earthquakes, from several tens
of seconds to a few minutes (Deparis et al., 2008; Lacroix et
al., 2011; Dammeier et al., 2011; Hibert et al., 2011). How-
ever, a long rise time of seismic energy in many rockfalls
contrasts with the sudden increase in energy in earthquakes.
Thus, the rising time can be used to discriminate between this
class of geomorphic events and earthquakes.

With frequency contents usually below 40 Hz, rockfalls
tend to have complex source time functions, due to indepen-
dent motion of many substantial rock particles. The exam-
ple spectrogram (Fig. 8) of a rockslide recorded in the IlI-
graben catchment in the Swiss Alps shows the emergence of
seismic energy at high frequencies, and highlights activity of
two different sources. The first part of the signal lasts about
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10s and is likely related to a slope failure that is followed
by a free-fall of the rock mass. The second part is interpreted
to represent the rolling and tumbling of rock debris down
the slope over a period of about a minute. Such characteris-
tics are common to rockfall and rockslide activity (Deparis
et al., 2008). Hibert et al. (2011) studied the seismic record-
ings from hundreds of rockfalls triggered at the Piton de la
Fournaise volcano (Réunion Island) and were able to distin-
guish freely falling rocks from those that had a granular flow
component.

The interpretation of the seismic signal is not only useful
for event discrimination but can be used to infer the char-
acteristics of a process. One important feature is related to
the mass volume mobilized in a rockfall. Hibert et al. (2011)
proposed a simple method based on the ratio of seismic to
potential energy of rockfalls to estimate their volume. The
resolved volumes ranged from 10 to 10* m3. Using rockslide
seismic signals recorded by the Swiss Seismological Ser-
vice, Dammeier et al. (2011) also defined a relationship be-
tween slide metrics and seismic features, like signal duration,
peak value of ground velocity envelope, envelope energy, rise
time and average ground velocity. The rock mass resolved
in this study ranged from 108 to 2 x 10 m3. Other parame-
ters can be constrained by seismology like propagation ve-
locity, travel distance, drop height or potential energy even
with recordings at high-frequency contents (Dammeier et al.,
2011; Lacroix et al., 2012). Schneider et al. (2010) anal-
ysed the seismic recordings from large rock—ice avalanches
(>10% m?3). They used the seismic data as constraints to nu-
merically model the avalanche, allowing a continuous com-
parison of the model during the displacement state, rather
than only at the resting state. Unsurprisingly, the parame-
ter that best correlated with the seismic signal was the total
friction work, which describes the rate of energy loss by the
avalanche due to friction.

Landslides are an effective source of seismic signals and
the largest mass movements are recorded at a distance of sev-
eral thousand kilometres (Kanamori and Given, 1982; Brod-
sky et al., 2003; Ekstrom and Stark, 2013). This feature is due
to the low- and very low-frequency content (< 0.1 Hz) of their
seismic signals that propagate over large distances without
much attenuation compare to high-frequency signals that are
more sensitive to medium scattering from small-scale hetero-
geneities. The recording of long-period waves (20-805) is a
major difference to other slope events, like rockfalls and rock
avalanches, which mostly produce high-frequency signals
(>1Hz). However, seismic stations close to large landslides
also record high-frequency signals (Favreau et al., 2010).

The study of long-period waves allows the modelling of
the seismic signal and helps to infer the dynamics and char-
acteristics of a mass movement. The simulation generally im-
plies the use of a point force mechanism with a rigid block
sliding along a slope (Brodsky et al., 2003; Allstadt, 2013;
Zhao et al., 2015). Such a simulation of seismic recordings
is possible because the landslide is small in comparison to

the wavelength of seismic waves and the source-receiver dis-
tances. In addition, a detailed 3-D velocity earth model is
not required and a simple homogenous velocity structure is
sufficient to capture most of the signal. Furthermore, long-
period waves are less affected by environmental noise, which
allows the analysis of high-quality signals. Using such an ap-
proach, Moretti et al. (2012) studied an ice-rock avalanche at
Mount Steller in Alaska. They successfully inverted the flow
time function from simulated seismic signals. It was found
that the seismic recordings were better explained by simu-
lations including active erosion, indicating that an estimate
of the volume of eroded material is possible using seismic
signals. Several other studies focus on diverse types of land-
slides (e.g. Yamada et al., 2013; Allstadt, 2013; Ekstrém and
Stark, 2013; Zhao et al., 2015), and the modelling of seis-
mic recordings seems to generally be a robust approach to
retrieve the dynamics and characteristics of an event. Finally,
the method is not exclusively developed for events on land,
and seismic signal also yields valuable data on submarine
mass movements (Lin et al., 2010).

The two main channelized processes that can be monitored
with seismic methods are debris flows and bedload transport.
Debris flows produce an intense seismic activity that can be
recorded by stream-side stations (Burtin et al., 2014). On
a spectrogram, a debris flow reveals a progressive to rapid
increase in seismic energy in a wide high-frequency band
[1-60 HZz] (Fig. 8). This increase in seismic energy corre-
sponds to the approach and arrival of the flow front close
to the recording station. The total duration of a debris-flow
seismic signal is a function of the flow activity and can last
several minutes to hours. In an example from the Iligraben
catchment (Fig. 8), the first part of the signal has the highest
seismic energy and corresponds to the head of flow, which
has the greatest mass and density and the highest concentra-
tion of decimetre-size particles (Burtin et al., 2014). The tail
of the signal is characterized by a gradual decay of energy
due to decreasing flow level and sediment concentration.

Seismic signals of bedload transport have characteristics
comparable to those of a debris flow. Bedload motion acti-
vates the entire high-frequency band, but the lowest frequen-
cies (<5Hz) are only active when coarse bedload is mov-
ing (Huang et al., 2007; Burtin et al., 2011). The increase in
seismic energy, as well as the duration of recorded activity,
depends largely on the meteorological and hydrological con-
ditions during the flood event (rainfall, runoff etc.). As bed-
load transport generates a continuous ambient seismic activ-
ity due to simultaneous motion of many sediment particles,
identification of single impacts at multiple stations is gener-
ally impossible (Burtin et al., 2010).

Information from spectrograms helps to determine the
main characteristics of a geomorphic event. These time-
frequency features can be used a priori in an automated pro-



cess for the identification of geomorphic sources and to limit
the occurrence of false alarms, crucial in the development of
warning systems. This discrimination can also be performed
a posteriori to evaluate the relevance of the seismic moni-
toring of geomorphic processes. It requires reliable distinc-
tion between geomorphic sources and other sources that in-
trude in the frequency range of geomorphic signals. These
are mainly of tectonic, meteorological or anthropogenic na-
ture.

The spectrogram of a local earthquake, an event located less
than 100 km from the receiver, shows an impulsive increase
in seismic energy over a broad frequency range (Fig. 8), fol-
lowed by a rapid energy decay that is stronger for higher fre-
quencies. This frequency dependency illustrates the anelas-
tic attenuation of seismic waves (Eqg. 6) that propagate in a
scattering medium (Toks6z and Johnston, 1981). The sud-
den energy increase corresponds to the impulsive arrival of a
P wave. The signal duration of up to tens of seconds is short
but increases with the event magnitude. In the case of other
tectonic events, like regional and more distant (teleseismic)
earthquakes, the signal duration is longer and has an impor-
tant low-frequency content (e.g. Burtin et al., 2013). Such
events are recorded by regional and global seismic networks,
and catalogues can be investigated to discard them from the
continuous seismic signal. It is worth noting that occasion-
ally large geomorphic events are also contained in such seis-
mic catalogues.

Meteorological events can generate seismic signals at low
and high frequencies. Wind can produce important seis-
mic background noise at frequencies below 3.33 x 102 Hz,
which correspond to wave periods exceeding 30s, due to
variations in the local atmospheric pressure field that produce
an effective ground displacement and rotation (e.g. De Ange-
lis and Bodin, 2012). Broadband seismometers are sensitive
to such ground tilting motions, but short-period sensors can-
not record the long-period waves generated by wind. In addi-
tion, wind can generate high-frequency seismic noise when it
interacts with nearby obstacles such as vegetation or fences,
which vibrate and thus induce a high-frequency disturbance.
It is therefore important to deploy stations away from such
sources of high-frequency signal. Raindrops can also lead to
an increase in seismic noise, but this seems to be highly de-
pendent on the local environment. During an experiment for
which several seismometers were deployed in a river braid
plain, Burtin et al. (2011) identified a rain signal at frequen-
cies above 70 Hz that was present only at a station installed
next to a large boulder. Stations deployed without immediate
proximity to large rocks did not show this signal. Raindrops
falling on soft ground or soil might not be effective sources
of seismic noise, in contrast to drops hitting a rock surface,
where there is less scattering and a possible better coupling to

propagate seismic waves. This interpretation has to be further
investigated with dedicated experiments, but the observations
seem to show that rain can affect very high frequencies un-
der specific conditions. Further, lightning and thunder pro-
duce infrasound signals below 20 Hz (Scarpetta et al., 2005;
Assink et al., 2008), which can be recorded by seismometers
if the coupling between acoustic and seismic domains is ef-
fective (Walker et al., 2011). Nevertheless, to our knowledge,
no study containing a systematic seismic survey of lightning
and thunder sources has been published.

Finally, anthropogenic activity can also give rise to seis-
mic perturbations. It can be as diverse as industrial activ-
ity, transport noise, or people walking close to a seismome-
ter. Despite this large variability in their origin, a few time—
frequency characteristics typical for anthropogenic noise can
be highlighted. The intensity of anthropogenic seismic dis-
turbance generally follows the local work patterns, resulting
in distinct daily cycles. Individual perturbations often have
a short duration and mainly affect the [1-20] Hz frequency
band (Fig. 8). The signal amplitude of such perturbations
typically is relatively low and the signal is recorded only at
nearby stations. Therefore, anthropogenic signals are rarely
coherent over an entire array and this criterion helps to sepa-
rate human-induced signals from geomorphic sources. Nev-
ertheless, for geomorphological purposes it is best to avoid
the deployment of instruments close to high-traffic roads, in-
dustry or houses, because these sources could mask geomor-
phic signals in the same frequency range.

Continuous seismic monitoring over longer time periods pro-
duces a large volume of data with a substantial number of
events, making comprehensive manual detection and loca-
tion expensive and prone to operator subjectivity. Automated
event detection is a requirement especially for real-time mon-
itoring. In seismology, the automated detection of earth-
quakes by permanent seismic arrays is a common task, which
is performed in real time, according to a widely applied
procedure called the short-term average/long-term average
(STA/LTA) approach (e.g. Havskov and Alguacil, 2006).
This approach is also relevant for geomorphological appli-
cations.

The principle of the STA/LTA approach is to continuously
calculate the ratio R of the average of the absolute seismic
amplitude or energy u of a short time window (STA) over
long (LTA) one. An algorithm makes the computation of run-
ning averages, where

| — STA;_
STA; = STA,_y + il =STA-1 (10)
Nsta
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In these relations, i represents the sample or data point of
the continuous signal and Nsta and Ny 1a, the number of
points taken to calculate the short and long term average, re-
spectively. When R exceeds a pre-defined threshold, usually
set from 3 to 6, a possible event is detected. If R remains
above the trigger threshold over more than a given duration,
the event is validated (Fig. 9). To ensure the efficiency of
the STA/LTA detection, it is important to define the key pa-
rameters according to the processes to be detected. This may
require training with characteristic events to increase the rel-
evance of the algorithm and avoid false alarms or undetected
events.

The STA duration is typically taken in the range from 0.5
to 5s (e.g. Havskov and Alguacil, 2006). The shorter the du-
ration, the more sensitive the detection is to impulsive events.
For the study of geomorphic processes that have an emergent
increase in seismic amplitude, the optimal STA can be quite
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long, which could preclude the detection of very short events.
The LTA duration should be defined to capture the fluctuation
of the background seismic noise. With a long LTA, R tends
to decrease rapidly, resulting in an early end of the trigger
(Fig. 9d and h). Moreover, when two separate events occur
in a time period less than the LTA duration, the second event
may not be detected (Fig. 9h). To avoid these issues, the LTA
can be frozen at the trigger value so that the ratio essentially
reflects the fluctuation of STA, which is the smoothed event
signal. The last parameter to define is the de-trigger thresh-
old, which corresponds to the ratio value below which the
detection of an event is terminated. The de-trigger can be
equivalent to the trigger threshold but could be set to a lower
value to avoid a premature end of the event detection.

To illustrate the STA/LTA approach and the utility of a
frozen LTA, we show the result for two seismic records, i.e. a
rockslide and a rockfall, that occurred in the Illgraben catch-
ment, Switzerland (Fig. 9). Prior to the detection, the sig-
nal from the vertical component was filtered in the frequency
band assigned to the process of interest, [1-10] Hz in this
case (Fig. 9a and e). Then, the absolute value of the signal
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of the vertical component was computed, but we could also
have averaged the absolute amplitude from all the available
components to increase the signal-to-noise ratio. The STA
and LTA durations were set to 5 and 905, respectively. The
trigger threshold was defined at R =6 and a lower value of
R =2 was chosen for the de-trigger threshold. The rockfall
case (Fig. 9a—d) illustrates the importance of a frozen LTA
to correctly estimate the event duration: a continuously up-
dated LTA quickly increases, whereas the STA decreases,
leading to a drop of the STA/LTA before the end of the event
(Fig. 9d). This does not occur with a frozen LTA (Fig. 9c). In
the second seismic recording (Fig. 8e—h), the rockslide du-
ration is evidently well estimated with a frozen LTA, but the
main benefit here is in the ability to detect a second event
triggered 20 s later (Fig. 9g). This event is not detected with
a continuously updated LTA because the STA has a level of
amplitude equivalent to the tail of LTA from the first event
(Fig. 9h).

Finally, for the automatic detection of long-duration geo-
morphic processes, like a debris flow or a flood, the duration
of the STA and the LTA has to be adapted. For this purpose,
the STA should describe the duration of the seismic increase
due to the flow arrival and could be set to 1-2 min. Further,
the LTA should be scaled to the flow duration, from 30 to
90 min.

The detection of seismic events, including slope processes,
can be performed through other methods with different levels
of automation and complexities. Some methods are based on
statistical properties of the time series, like the kurtosis esti-
mate (Baillard et al., 2014; Hibert et al., 2014). The principle
is to calculate the kurtosis value on running small time win-
dows and to highlight a change the seismic amplitude dis-
tribution. Usually, background seismic noise has a normal
distribution (kurtosis of 3), whereas at the onset of an event
the distribution becomes non-Gaussian and the kurtosis in-
creases rapidly (Baillard et al., 2014). This approach allows
the detection of an event and the estimate of an arrival time if
the amplitude onset is sufficiently impulsive. This latter can
then be used in a location procedure (Baillard et al., 2014;
Hibert et al., 2014).

With a more complex principle, some detection meth-
ods are based on the use of hidden Markov models. Such
stochastic methods are inherited from speech recognition
(e.g. Young et al., 2006) and have been successfully adapted
for the detection of seismic events (e.g. Beyreuther and
Wassermann, 2008; Hammer et al., 2012). With this ap-
proach an automated recognition or classification of seismic
waveforms can be performed. The method can be resumed
in three main stages. First, a seismic event (master event)
and a sample of background seismic noise are isolated and
are processed to extract features (temporal, spectral, cepstral,
polarization, etc.) that well describe the class of interest. Sec-
ond, the Markov model is trained to recognize the extracted
features in the continuous time series according to multi-
Gaussian mixture densities. Third, the algorithm is applied

to the seismic signal to compute the probabilities of likeli-
hoods of each trained class. When a known class is detected
and identified, this signal can be used to retrain the model
and to increase the accuracy of the algorithm. In the case of
an unclassified event, with a probability of likelihood that is
too low for both seismic noise and known events, a new class
is defined and the model is trained for it. Thus, the method
can detect new event classes, which can thereafter be stud-
ied. The method has an interesting potential for a system-
atic and automated classification of geomorphic processes
(Dammeier et al., 2012; Hammer et al., 2013). For a full and
detailed description of the hidden Markov model approach,
we refer the reader to Hammer et al. (2012, 2013).

The next step is to know where in the landscape an event
occurred and how it evolved both in space and time. In this
analysis, the key principle relies on the observation of a co-
herent seismic signal at multiple stations. Then, the arrival
times of the signal at the stations are used to determine the
most likely location of the event, which is the origin point
that best explains the observed arrival times. In this section,
the location of a geomorphic process is divided into two ap-
proaches, depending on the nature of the event, either a single
or short-duration event, like a rockfall, or a quasi-permanent
seismic source, like bedload transport. In both cases, we need
to determine an arrival time, but the procedure is different.

Rockfalls, rockslides and other short-duration hillslope pro-
cesses can be considered as discrete or transient events with
seismic signals of up to a few minutes. If the seismic am-
plitude is well above the ambient noise, such an event is
easily detectable with a STA/LTA approach (Sect. 4.1). For
location, several strategies are then available, depending on
the noise level, the signal frequency content and the seismic
source type. These features affect the nature of the seismic
waves that first arrive at a station. For instance, if the seis-
mic noise level is high it may mask the first arrival, or, in
the case of a slope failure, an impulsive first arrival may be
recorded. Therefore, the first arrival can be an emergent or
impulsive increase in seismic amplitude, making estimation
of the event time at a station more, or less difficult.

For emergent signals, the most commonly employed
method, called beam forming, relies on the cross-correlation
of seismic records (e.g. Lacroix and Helmstetter, 2011). To
determine the times of arrival T;, the entire signal is cross-
correlated, i.e. the envelope of the signal or a pre-selected
time window in which a coherent wave packet is observed at
many stations. In this case, the arrival time 7; at a station i is
defined by

Ti=t0+1/V, (13)



with 7y the origin time, /; the distance from source to re-
ceiver and V the propagation velocity, which refers to a seis-
mic envelope or a surface wave depending on the considered
seismic signal. In a medium with a homogenous V, I; corre-
sponds to the ballistic distance

= i — 20)% + (i — 302+ (e — 20)% (14)

where (x;, y;, z;) and (xo, yo, zo) are the coordinates of sta-
tion i and the event, respectively. The correlation coefficient
for the pair of stations (i, j) maximizes for the time delay
dT,_; that best corrects for the phase shift of the two signals.
The time delay dT,_; between stations i and j is

dTi_j=(l0+lj/V)—(to+li/V)=(lj—ll')/v. (15)

Cross-correlation allows removal of the unknown parameter
to. Therefore, if V is unknown — which is common — then the
location problem is solved by searching the location (x, y, z)
and the propagation velocity V that best explains the dT;_;
observations.

With an array of N seismometers, a maximum of N(N-1)/2
time delays can be obtained to locate the event. Then, the
residuals between the observed and calculated dT are min-
imized. Alternatively, probability density functions can be
used to map the time residuals in space (Burtin et al., 2009).
Otherwise, the coherence of the cross-correlation functions
can be directly mapped in the medium to retrieve the event
origin (e.g. Lacroix and Helmsetter, 2011).

A separate approach relies on the polarization of the seis-
mic waves (body waves) to estimate the direction of the in-
coming waves in the horizontal plane (Jurkevics, 1988). With
a back projection of the arrival direction at two sites, an
event can be located by triangulation, but more than two sta-
tions are required to estimate the relevance of the result. Po-
larization methods can only be applied if data from three-
component sensors are available. However, this technique
has limited potential for the study of hillslope processes be-
cause the polarization analysis is difficult to apply for high-
frequency content since coherence in the signal between sta-
tions is often lost.

Finally, if the recorded event has an impulsive first arrival,
like a slope failure or the impact of a freely falling object,
it may be possible to identify a distinct first arrival from
kurtosis-based methods (e.g. Hibert et al., 2014). Then, the
location procedure is, in essence, equivalent to location tech-
nique used in the study of earthquakes with the minimization
of residuals between observed and calculated arrival times or
time delays (Lee and Jahr, 1972).

In contrast to hillslope processes, channel processes gener-
ate ambient seismic noise that overwhelms discrete sources
(Burtin et al., 2008). This river noise is composed of sources

induced both by the flowing water and the impacts of sedi-
ment particles. A single impact isolated from other sources
is easily detectable, but the same impact among thousands
of others along a river reach is impossible to observe co-
herently at several stations. Thus, the location of sediment
transport cannot be obtained from the coherent time arrivals
of impacts, but another approach exists.

A location procedure for bedload transport was tested
along the Trisuli River in Nepal with the data set from the
Hi-CLIMB experiment (Nabélek et al., 2009; Burtin et al.,
2010). The method aims to cross-correlate the continuous
river seismic signals between stations, and if two receivers
show coherence in the seismic signals, it means that both are
recording the same sources. Thus, by locating the coherence,
which consists of the space migration and the envelopes of
noise correlation functions, the origin of the sources is re-
trieved, which is due to bedload transport in the case of river
seismic signal. This approach has been previously used to
locate sources of ambient seismic noise at lower frequencies
(<1Hz), such as signals from ocean swell (Shapiro et al.,
2006; Rhie and Romanowicz, 2006; Gu et al., 2007). For a
full description of the method, we refer the reader to Burtin
et al. (2010).

Although the approach is not complex to perform, it re-
quires some pre-processing steps that are essential to prop-
erly interpret the river seismic recordings. The continuous
seismic signal is composed of ambient seismic sources, but
foreign, transient events with a short duration and large am-
plitude, like earthquakes, landslides or human activity, can
occur. When cross-correlating a 24 h long record which in-
cludes an earthquake registered at several stations, the earth-
quake instead of the river noise affects the cross-correlation
and dominates the coherence. This effect can be avoided by
applying a temporal and a frequency normalization of the
raw signal. A detailed description of the necessary process-
ing steps was given by Bensen et al. (2007), and is summa-
rized here. The frequency normalization or spectral whiten-
ing consists of resetting the power of each frequency to an
equal value, and the temporal normalization reduces the ef-
fect of short impulsive signals. Temporal normalization can
be drastic using 1 bit processing, where only the sign of the
time series is kept, but less drastic procedures use a running
mean or clip the seismic amplitude above a given threshold.
These latter approaches require some parameterization to ob-
tain the best window length for the average or the best thresh-
old for the clipping.

Once the continuous data are normalized, the signals are
cross-correlated. If the signals are coherent, then the coher-
ence needs to be checked for its time stability to verify that
it is not induced by a single source. Time stability analysis
is also required to check whether the coherence is properly
associated with the processes of interest. Optimally, cross-
correlation is performed at several frequencies related to sed-
iment transport as well as other anthropogenic activity that
may be continuous during the day. For the Hi-CLIMB ex-



periment (Burtin et al., 2010), only the coherence observed
during the monsoon season was kept, since this time period
corresponds to the highest activity of the river, both for dis-
charge and sediment transport. The operation was performed
for each available station pair along the Trisuli River and for
a wide range of frequencies.

Once the library of envelope of noise correlation functions
is set, time delays are converted into distances in a migration
step to locate the origin of the sources. Burtin et al. (2010)
found that the location of coherence along the Trisuli River
was in agreement with calculated river incision rates. This
similarity gives support for the strategy used to locate bed-
load transport. In this method, observations are made us-
ing a relative signal intensity since the normalization pro-
cedure resets the amplitude. Therefore, it is only possible to
infer whether one river reach is transporting more sediment
than another. However, calibration with independent mea-
surements and the study of seismic amplitude with a noise
correlation function may lead to the ability to obtain abso-
lute transport rates.

To locate geomorphic activity, it is essential to use an ar-
ray of seismometers. Arrays can have a wide range of net-
work geometries that influence the resolution of the location
and the area covered by the monitoring. Therefore, array ge-
ometry should be adapted to the specific geomorphic needs.
Different types of array geometries and their advantages and
disadvantages are discussed in the next section.

A seismic array with a linear geometry is suitable to study
channel processes, like bedload transport (Burtin et al., 2008,
2010) or the propagation of (debris) flows (Burtin et al.,
2014). In the latter case, the flow velocity can be estimated
from the analysis of seismic metrics. One approach consists
of measuring the arrival time of the flow front at different sta-
tions, which corresponds to the time when the seismic energy
exceeds the background seismic activity prior to the flow ar-
rival. Taking into account the distances along the channel and
between stations, a front velocity of the debris flow can be
defined.

Other approaches can measure the velocity of the flow
front. Since a seismometer is sensitive to sources that are
triggered at large distances, the instrument can detect the
arrival of a flow before it reaches the channel point nearest
to it. Assuming that a constant seismic energy is delivered
by the flow, the recorded energy should increase as the flow
moves closer to the station. Indeed, the attenuation of seis-
mic energy decays with smaller source-receiver distances.
Thus, it should be possible to retrieve the front velocity from
the gradient of seismic energy arrival: the larger the rate of
increase, the larger the flow velocity. However, the anelas-
tic attenuation of the medium and the wave content (body or

surface wave) needs to be taken into account, and it is not
always known. Nevertheless, some measures can be taken to
overcome this issue, like testing a wide range of realistic Q.
values with respect to the local lithology. An illustration of
velocity estimation with this method is given in Sect. 6.2.
Another complexity arises from the fact that some processes,
such as debris flows, are spatially distributed seismic sources.
A debris flow generates seismic noise over its entire length
that can combine to modify the shape of the increase in seis-
mic energy recorded at a station. However, large sediment
particles usually concentrate in the snout of a debris flow
(Iverson et al., 1997), and they can be assumed to produce
larger seismic sources than the tail end of the flow (cf. Tur-
owski et al., 2015). Thus, the method of velocity estimation
described above should at least give results that are correct to
first order.

The flow velocity can also be inferred from the timing of
the peak energy recorded at consecutive stations. This seis-
mic metric may exhibit some discrepancies from one site to
another and may not correspond to the real flow velocity. The
channel morphology influences the dynamics of a flow, lead-
ing to erosion, transport or deposition of material; pulsing
transport; or spatially variable flow velocities. As a conse-
quence, a peak of seismic energy may be uncorrelated from
one station to another. To better estimate velocity, the enve-
lope of the seismic pulses can be cross-correlated to deter-
mine the most likely time delays for the passage of a flow
event at several stations. In that case, the velocity is esti-
mated by considering the entire flow signal. The study of
seismic envelopes along the channel is also interesting for
the continuous characterization of a flow event. For example,
the observation of a decrease/increase in seismic energy in
a channel reach can be linked to the deposition or uptake of
sediment particles (see Sect. 6.2).

A linear array geometry is not suitable for the monitoring
of all geomorphic processes. When monitoring in-channel
processes, the location of the channel is usually known and
this knowledge can be used to guide the flow location pro-
cess. For location of hillslope processes, the accuracy should
be high in the array direction when a source is located in the
same valley near the channel (Burtin et al., 2009). However,
the azimuth range for all the station pairs is limited in the lon-
gitudinal direction. Therefore, a source triggered perpendic-
ularly is not imaged well and the location process can have
an ambiguous outcome. As a consequence, a linear array is
best suited for the study of propagating channel processes
and can be used at the scale of a watershed.

To better constrain the locations of spatially distributed ge-
omorphic events, a second dimension has to be introduced
into the array geometry. With a two-dimensional (2-D) ar-
ray and homogeneously distributed sites, the azimuths of all
the station pairs sample the entire range of fluctuations (0—



360°). As a consequence, accurate event location should be
possible.

Small-aperture arrays are a type of 2-D array that consists
of several seismometers deployed in rings with a maximum
aperture of 0.25-1km. The advantage of using small dis-
tances between sensors is that coherent wave packets can be
observed across the entire array even for high-frequency con-
tent up to 30 Hz (Lacroix and Helmstetter, 2011; Lacroix et
al., 2012), which is a key frequency band for the study of ge-
omorphic processes. Moreover, the coherency of the seismic
signals can be extracted for short time windows. Therefore,
in the study of long-duration and distributed sources, like
snow and rock avalanches, the propagation of the event can
be tracked by locating the different wave packets. Lacroix
and Helmstetter (2011) measured propagation velocities of
rockfalls by tracking the different impacts along a slope.
Similarly, Lacroix et al. (2012) successfully tracked the prop-
agation of snow avalanches and estimated front velocities.

Small-aperture arrays offer many advantages for the accu-
rate location of sources, but the location accuracy is depen-
dent on the relative source-array distance. For distances less
than 2 to 3 times the maximum array aperture, the source co-
ordinates can be accurately retrieved. Location of more dis-
tant sources is still possible by resolving the azimuth of the
incoming seismic wave front induced by the event (Almen-
dros et al., 1999). In this case, an ambiguity in the location
arises, since a direction pointing towards the source is ob-
tained but no distance along this direction can be accurately
found. To overcome this issue, one could increase the aper-
ture of the array. However, as the distance between sensors
increases, the coherency in the high-frequency seismic sig-
nals could be lost. This would result in the inability to deter-
mine the direction of the incoming seismic waves, especially
from smaller sources. Therefore, the array size is a trade-
off between the maximum distance at which events can be
accurately located and the event size that can be observed.
Small-aperture arrays are well suited for studying propagat-
ing geomorphic processes, but because of the size-distance
trade-off, their use requires especially careful planning. For
the surveying of geomorphic processes at a broader scale, it
is necessary to operate larger arrays that surround all seismic
sources of interest.

A 2-D array geometry with a large aperture (100 km) yields
good constraints on the location of events within its perime-
ter. The setup is well suited for studying geomorphic pro-
cesses distributed in a watershed or at even larger scales (De-
paris et al., 2008; Lin et al., 2010; Chen et al., 2013; Burtin
et al., 2013). For instance, using the permanent national seis-
mic network of Switzerland, Dammeier et al. (2012) stud-
ied large rockslides that occurred all over the Swiss Alps in
past decades. With constraints from field observations and
geotechnical studies, these authors managed to define a re-

lation between seismic metrics, like the signal duration, en-
velope area and peak ground velocity to estimate the rock
volume involved in the recorded events.

To study the finest details of geomorphic processes and
the interactions amongst them, high-resolution monitoring is
essential. For medium-size areas (up to ~ 30 km?), this can
be achieved with a limited number of stations (~ 10 instru-
ments) and an average sensor distance of 1-5km. Such an
application is described in the following section.

The advantages of seismic monitoring of geomorphic pro-
cesses are fully revealed when it is applied to survey the ge-
omorphic activity within an entire catchment. As an example
we use some results from a campaign in the Iligraben debris-
flow catchment in the Swiss Alps (Burtin et al., 2014). Dur-
ing the summer of 2012, an array of 10 seismometers was
deployed to study the surface activity of this steep, 10 km?
catchment, which delivers 5-15% of the sediment load of
the Rhone River upstream of Lake Geneva (Schlunegger et
al., 2012). The summer season usually corresponds to a pe-
riod of intense erosion due to frequent convective rainstorms
(Berger et al., 2011). The seismic array was designed to mon-
itor both slope processes and channel dynamics with instru-
ments deployed around the catchment and along the main
debris-flow channel, respectively (Fig. 10a). The 2-D array
had an average station spacing of 2.9 km.

During a moderate rainstorm with a cumulative precipita-
tion of 18 mm, three debris flow pulses were observed down-
stream. During that time, the seismic array detected 15 rock-
falls, located on frequently active slopes in intensely frag-
mented metasedimentary rocks (Bennett et al., 2013). Two
of these events occurred before the initiation of the debris-
flow sequence (Fig. 10). Their locations and timing during
the rainstorm fit the interpretation that one of the sediment-
laden flow pulses in the channel was triggered by these rock-
falls. Further downstream, the debris flow erosion and/or the
ground vibrations during passage of the pulse that was initi-
ated by rockfall seem to have caused channel bank collapse.
In addition to evidence from the location, this interpretation
is supported by a sudden increase in seismic energy consis-
tent with an immediate input of sediments into the flow. The
observations highlight the two-way coupling between slope
and river processes within a single erosion episode with a
length of no more than a few tens of minutes.
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Figure 10. (a) The lligraben catchment (~ 10 km?, outlined in black) in Switzerland (dot in the inset map) and location of the seismological
stations deployed during summer 2011 (inverse triangles, labels IGB##), meteorological stations from the Swiss Federal Institute for Forest,
Snow and Landscape Research WSL (circles, labels ILL#), and Check Dam 29 (CD29, square) where the flow depth and bedload impact
rates are measured. Rock 1 and 2 are the two rockfalls related with the debris-flow sequence. (b) Spectrogram in decibels of the vertical
seismic signal at station IGBO1 during the flow pulse 3. (c, d) Vertical [1-50] Hz bandpass-filtered seismograms at stations IGB01 (c) and
IGB04 (d). The signals of both rockfalls (Rock 1 and 2) are highlighted. After Burtin et al. (2014).

6.2 Channel processes and dynamics

The stations deployed along the debris-flow channel were
used to seismically measure some characteristics of the
sediment-laden flows. The flow velocity was inferred by the
arrival time of seismic pulses at each station (Burtin et al.,
2014). Average velocities between two seismometers were
estimated between 3.2 and 3.6 ms~1, and the flow pulses ac-
celerated systematically after transition from the steep but
rough catchment trunk channel to the smooth bedded chan-
nel in the debris fan downstream. The estimated velocities
are in the range of previously observed debris-flow velocities
in the Iligraben (Badoux et al., 2009).

Flow velocity can also be estimated using simple assump-
tions to simulate the increase in seismic amplitude as the
flow approaches a station (Fig. 11). Taking into account the
anelastic attenuation (Eq. 6) and the geometrical spreading of
a body wave (Eq. 2), the amplitude A; recorded at a station i
located at a distance R from a punctual source of amplitude
Stiow IS approximately

Ai(R) ~ Sf1|§w xexp(Zf‘Ij).

If surface waves are considered to propagate in the medium,
we need to change the geometrical spreading, and the equa-
tion becomes

A;(R)~ i‘}%" X exp (gf—‘lj)

Therefore, if Spow IS constant in time, when the flow propa-
gates towards the station i, the distance R decreases and the
amplitude A; increases (Fig. 11). To properly compare the

(16)

17)
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simulated increase in seismic energy with the observed one,
we need to translate the dependency in R of A; into the time
t. This step is made with the flow velocity Vow according to

t ~ R/Viiow- (18)

To retrieve a correct time series, we have to take into ac-
count the propagation time = of the seismic waves. There-
fore, the seismic velocity V should be known or roughly
assumed since the considered travel distances are reduced
(R <1km) and the seismic data are smoothed over a window
lasting several minutes prior to the minimization (0 <t <25).
The source term Ssow Can be more complex than a punctual
source propagating downstream. In the case of a debris flow
we can assume that main sources (particle impacts with the
largest energy) spread on a certain length along the flow. We
can also define a specific distribution of this energy, where
the largest amplitudes concentrate at the flow front (Fig. 10),
where the largest particles are usually observed (e.g. Okuda
et al., 1980; Huang et al., 2007). In this modelling approach,
the remaining unknown parameters are Viiow and the quality
factor Q.. We can nevertheless find them while exploring a
wide range of realistic values for our context of study, where
Q. is tested from 10 to 200 and Vjiow from 1 to 5ms—1. The
best-fit model parameters are found by the minimization of
the error function

t

Er(Viow, €)= | 37 (AT — 40)F™)"

1

(19)

For this application, the seismic energy from the debris-flow
sequence recorded at 5-50Hz by station 1GB09 was used
(Fig. 10) (Burtin et al., 2014). Modelling took into account
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Figure 11. Flow pulse velocity measurement. (a) Schematic view of a flow propagating downstream. During the propagation, the flow
front is getting closer to the seismic station, where the recorded seismic amplitude increases (b) due to smaller source—receiver distances.
(c) Impact amplitude distribution for the debris-flow modelling. The largest sources are observed at the flow front and decrease rapidly
towards the tail. (d) Residual for the velocity estimate of flow pulse 2 at IGB09 mapped in a quality factor (Q.)—flow velocity domain. The
most likely parameters that explain the recorded seismic signal are found by minimizing the residual (see Eq. 19). The white dashed line
represents the local minima for each tested Q.. (e) Residual value for each Q. highlighted along the white dashed line in (a). For flow
pulse 2, the most likely Q. is 60 and the flow velocity is 3.1ms—L. (f) Seismic envelope at [5-50] Hz (black) recorded at IGB09 during the
debris-flow sequence. The seismic data are smoothed with a 5 min length window. In red and for each flow pulse, we show the best solution.
To compare and for flow pulse 2, we show the pulse shape for a velocity of 1.0m s~ (blue dashed line) and 5.0 ms—1 (green dashed line).

the attenuation of both body and surface waves due to geo-
metrical spreading and the anelastic attenuation. Using this
approach, the front velocities of the three flow pulses were
estimated at 3.0, 3.1 and 2.5m ~1, respectively (Fig. 11).
These values are comparable to, but slightly lower than, the
average velocities between 1IGB02 and IGB09 of 3.6, 3.2, and
3.4m 1, respectively, although comparison of the two re-
sults suggests that the last flow pulse may have slowed when
approaching station IGB09 (Burtin et al., 2014).

The spatial fluctuation of the seismic energy can be used
to infer channel dynamics since an increase/decrease in seis-
mic energy is related to an increase/decrease in sediment mo-
bility or particle impact energy (Burtin et al., 2014). Thus,
the variation of seismic energy can be linked with uptake or
deposition of sediments along the stream. In the Illgraben,
the different flow pulses of the debris-flow sequence showed
similar behaviour; in each of the three pulses, seismic energy
increased inside the catchment, implying addition of sedi-
ment by bed erosion and/or lateral input. Beyond the catch-
ment outlet, the seismic energy stayed constant or decreased
slightly in the two larger flows, indicating preservation of
their sediment load. In contrast, for the least energetic flow,
seismic energy decreased, indicating deposition or a reduc-
tion in the concentration of large sediment particles. The lat-
ter interpretation was supported by the spectral content of the
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seismic signal observed at a check dam, where bedload im-
pact rates were also recorded. This impact record indicated a
relative lack of bedload in the flow, consistent with the ab-
sence of low-frequency content in the seismic signal (e.g.
Huang et al., 2007). This observation indicates that the first
flow event was a hyper-concentrated flow rather than a debris
flow.

6.3 Interests of catchment seismic monitoring and
generalization

The lllgraben experiment demonstrates the potential of seis-
mic monitoring to capture the links between various geomor-
phic processes. In conventional techniques, these interactions
are generally inferred a posteriori and they often remain un-
resolved, but seismic monitoring makes their study in real
time possible. Furthermore, traditional field observations are
generally made on large magnitude events, since their signa-
ture in the landscape is easily identifiable. With seismic tech-
niques small events can be explored and their role in land-
scape dynamics quantified. Finally, ambient seismic monitor-
ing can be used to study processes in locations where direct
field access is difficult or dangerous.

Seismic monitoring is a valuable tool for quantification of
geomorphic activity for scientific purposes, but it is also in-
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teresting for implementation in warning systems. In the IlI-
graben, a hazardous debris flow event could be detected at
its inception high up in the catchment, possibly about 15 min
before it debouches into settled land. Incorporating a seis-
mic system into a real-time warning network would there-
fore allow for the detection of events much earlier than with
the existing in-stream warning system. Minutes thus gained
can make a difference when alerting inhabitants of exposed
areas. Continuous monitoring of the flow velocity and seis-
mic energy offers the opportunity of real-time observation
of geomorphic processes. This information could be used to
regularly update the warning status and to direct mitigation
efforts.

A dense seismic array in a limited-size catchment made
it possible to observe process details in the lligraben. To
achieve similar resolution in larger catchments, a commensu-
rately larger number of seismic sensors must be deployed. An
increase in the average spacing between sensors would af-
fect the ability to detect and study smaller geomorphic events
and the precision of event location. Monitoring resolution is
also affected by factors such as the seismic noise level or the
medium (catchment substrate) properties. Thus, there exists
a trade-off between the size/density of a seismic array and the
resolution that can be achieved when mapping surface activ-
ity. The exact nature of this trade-off remains to be evaluated
using different environmental and instrumental settings.

Seismic instruments allow the continuous monitoring of dis-
tributed and varied surface processes, yielding details that
are difficult to acquire with classic approaches in geomor-
phology. The analysis of seismic signals generated by ge-
omorphic events makes it possible to determine what hap-
pens where and when in a landscape and to resolve this geo-
morphic activity on the timescale of external forcing by, for
example, meteorological events. Moreover, it opens a clear
window on links and feedbacks between surface processes
and landscape domains, and it holds the promise of real-
time detection and remote observation of hazardous events.
The potential of seismic monitoring has been demonstrated
for diverse types of surface activity, including bedload trans-
port, hillslope processes, and landscape erosion from oceanic
coasts to steep mountain headwaters.

All applications described above share the necessity of
calibration to translate the seismic signal into a geomor-
phic quantity and, thereby, to go beyond qualitative obser-
vation. This calibration has, for example, been performed
for some surrogate monitoring methods for bedload trans-
port (e.g. Rickenmann et al., 2012, 2014). However, it is a
painstaking task, the feasibility of which is subject to the
specificities of the environment (catchment size, river hydrol-
ogy, channel geometry, sediment load, etc.). In the case of
bedload transport, the highest transport rates and largest mo-
bile boulders in steep mountain rivers can, at times, exceed

the capacity of available sampling devices, making direct cal-
ibration of seismic signals over the full range of bedload par-
ticle sizes and transport rates challenging. Moreover, it is
difficult to imagine the existence of a universal frequency-
size relation since recorded frequencies are affected by the
source—receiver distances and medium properties. Therefore,
the relation between frequency content and bedload size dis-
tribution is likely site-dependent. To overcome these limita-
tions and to quantify processes, one can resort to modelling
approaches (Tsai et al., 2012; Gimbert et al., 2014). Future
developments of such models will need to explore more real-
istic sediment transport characteristics, for example by in-
cluding all modes of transport, including saltation, rolling
and sliding on the river bed (cf. Turowski et al., 2015). In ad-
dition, field and laboratory tests of the model on high-quality
independent data are necessary.

Another important challenge for the development of a seis-
mic survey of bedload transport is constituted by the fact that
seismic instruments are sensitive to the “noise” of the flow-
ing water in river signals, and the frequencies affected by this
disturbance seem to overlap with those from bedload trans-
port. To obtain a correct estimate of sediment transport, it is,
therefore, important to discriminate the water noise from the
bedload signal. A few studies have started to explore the seis-
mic sources of flowing water, and although it seems possible
to differentiate it from bedload noise, the origin of the seis-
mic noise is still discussed (e.g. Burtin et al., 2011; Schmandt
etal., 2013, Gimbert et al., 2014).

For future developments, it is important to quantify the in-
fluence of the array density on the spatial resolution of pro-
cesses. This would allow optimal tailoring of arrays to the
objectives of a given study. Recent work has clearly indi-
cated the existence of a trade-off between the average instru-
ment spacing and the ability to detect, locate and character-
ize the smallest events (Burtin et al., 2013, 2014). This is
an important feature to also keep in mind for the eventual
development of warning systems, covering relatively large
regions, for the purpose of alerting authorities to the occur-
rence, magnitude and location of a catastrophic landslide. In
regions where regular communication means are limited or
disrupted after a natural disaster, seismic monitoring could
help in rapid response mitigation efforts. This remote detec-
tion application complements the interest of seismic monitor-
ing of debris flows or other flash flood events, including lake
outbursts. Event detection is made at the inception and its
evolution can be tracked to update the hazard risk on nearby
populated areas in real time.

We anticipate that seismic monitoring of geomorphic pro-
cesses will become a standard tool in the study of landscape
dynamics and for the monitoring of geomorphic hazards. The
required instruments and techniques along with most of the
data-processing approaches are tried and tested and routinely
deployed in mainstream seismology. However, to make the
methodology viable for geomorphological purposes, further
work is required directed at the quantification of surface pro-
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cesses and the translation of seismic signals into geomorphic
observations. This will be done through calibration experi-
ments and modelling approaches, which encompass the main
features of geomorphic processes. Once this is achieved, the
technique will allow the continuous and detailed mapping of
the surface activity in a landscape at very high temporal res-
olution and specified spatial precision.
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