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We thank referee 1 for her/his comments, which értlipproving the quality of the manuscript. Oump@sses
the comments are inlue.

This paper is an extension of a recent contribubgnCampforts and Govers (2015) that demonstrdied t
efficacy of using a higher-order flux limiting tdteolume method (TVD-FVM) for modeling the advedi.e.,
stream power law) component of a coupled hillslbpetal landscape evolution model. The authors have
extended the TVD-FVM method to 2D and they are mgkihe new LEM available to the community as
TTLEM. The main point of this paper is absolutelgrrect: that upwind differencing with no correction
introduces significant numerical diffusion into LEMThe conclusion that upwind differencing without
correction is unacceptably diffusive can be foumévery numerical modeling textbook of the last fiscades.

| don’t point this out to minimize the importantreabution that the authors have made. Rather réagvith
them that upwind differencing is overly utilized the LEM community, often without scrutiny. Aboutig
there should be no debate.

It should be noted that the numerical diffusiomaduced by upwind differencing can be computedraag, in
some cases, be mitigated by reducing the diffusisttefficient D by the same amount introduced bwiagd
differencing, but this work-around is not commopBbrformed and is only possible if the prescribeldeaf D

is sufficiently large. | applaud the authors foghlighting the problem of numerical diffusion (firén
Campforts and Govers (2015), and again here) amdpfoposing a robust solution to the problem.

We are grateful for the appreciation of the reviemegarding our work.

1. That said, | think the tests employed by the awhdw not always allow for a clear assessment of the
advantages of TVD-FVM. The authors make comparidmtareen a first-order upwind method and a
higher-order TVD method for computing fluxes. Howewnless | have misunderstood something, the
time steps used are variable within the models,imgait difficult to clearly compare the errors
associated with temporal discretization and cleadparate them from errors associated with spatial
discretization.

It is indeed true that time steps vary betweenTt¥®-FVM and the implicit method on the one hand
and the implicit method without a control on thmei step on the other. The latter was done on parpos
to illustrate how the main advantage of an implktiheme, i.e. being stable at time steps excedldag
CFL criterion, is counterbalanced by numerical simgaonce the CFL criterion is exceeded. If we only
compared simulations where the time step obey<#ie criterion, it would make no sense to use the
implicit scheme as the explicit FDM would be ag fasfaster (due to the possibility of vectorizabio

2. Before | discuss this issue further, | think itingportant to note that LEMs, like solutions to asther
PDE or set of PDEs, should converge as the pixelgbes to zero, or at least be relatively insimesio
the grid resolution over the range of resolutiamsvhich the model is applied. Without this, theseno
unique solution for a given set of parameter valogaking it impossible to know, in the absencerof a



analytic solution, if one has achieved the corsettition or to objectively compare results obtaimgith
different schemes (the focus of this paper).

We completely follow the argumentation that numarimodels should converge at small resolutions.
We applied an analytical solution, which per deifom gives the ‘the true solution’ to illustrateatithe
different numerical methods applied in our papelesd converge at small resolutions. Our approach to
prove this is further clarified in detail under poé.

. Moreover, if a LEM is grid-resolution dependentriitbe same numerical model operating at different
resolutions has to be separately calibrated to, datalering parameter values such as D and K that
should be solely functions of natural processesmatérial properties also functions of grid resiolut
Pelletier, Geomorphology, (2010) has provided sgoidance on how to make coupled hillslope-fluvial
LEMs grid-resolution independent. His approach lags reframing the stream power as unit stream
power (following all sediment trans- port formuleeer proposed, which is not a trivial rescalingcsin
the contributing area generally scales with theebpigize on planar hillslopes but is relatively
independent of the pixel size in convergent podiohthe landscape) and modifying the strengthef t
diffusion term to account for the fact that chanigesross-sectional slope at valley bottoms ocaar @
distance equal to the valley bottom width (a propef nature), not the pixel size (not a property o
nature). The random component of the model use€dypforts et al. poses a special challenge to
achieving grid-resolution independence. Howeveg oan maintain grid-resolution independence in a
model with spatial random variability by generatimendom field(s) sampled at a resolution that
represents the largest resolution the model wikiyglied to, then bilinearly interpolating thesaldis for

use in versions of the model run at higher resotutl am not suggesting that the authors adogpall
any) of these suggestions, but | do suggest timidbue needs to be addressed in some way. Tbre err
calculation (equation (22)) simply assumes thatstilation with TVD-FVM is exactly correct and any
difference from this solution is an error. Withasgtablishing grid-resolution independence it idlyea
impossible to tell whether outputs such as Fig@wesand 8B are even unique solutions for a given set
of parameter values, much less which one is marerate.

Again, we agree with the reviewer that there iadfor a grid resolution independent solutionritheo

to verify and compare the robustness of the differeimerical schemes applied in TTLEM. We also
appreciate the elegant suggestion to obtain gdeépgendency as proposed in Pelletier 2010 and have
modified the discussion of the manuscript to higjhli the influence of grid resolutions. The
implementation of the proposed methodology to mekeimerical model grid resolution independent is
however beyond the scope of our paper where welynaamt to illustrate the importance of numerical
diffusion when using most frequently applied fiostler FDM to solve the SPL. The second message we
want to bring with this paper is the suitability @f2D variant of the TVD-FVM to simulate tectonic
shortening. Although grid resolution dependencyldmoiost surely be investigated in a future relezse
TTLEM, we follow referee 2 in trying to present oorain messages as clear as possible without
drawing too much attention to the technicalitieshaf numerical model. For similar reasons, we dstid

to remove the part on grid symmetry from the maripsand no longer discuss the different hillslope
diffusion schemes implemented in TTLEM.

. The different methods are only evaluated for a kmamnber of cases (two grid resolutions and cases
with and without a maximum time step). Error iniestf order method will decrease linearly as you
decrease dx and it will decrease with (dx)"2 fasegond order method. In moving from a grid with
dx=500m to dx=100m, there is a large differencéhancomputed values of E depending on whether or
not a first-order or higher-order method is usdusTs expected, but this doesn’t indicate a funelatal
problem with any of the numerical methods. Thereassociated with each of the methods is dependent
on the grid resolution. So, it is a given that éherill be some range of grid resolutions where the
differences between a 1st order ariél @der method appear unacceptable (i.e. numeritfakibn is
excessive relative to the prescribed diffusivitijowever, what really matters in judging method
accuracy is the computational time required to lmeac given level of accuracy relative to an



exact/converged solution. What would be most hélgfuto demonstrate that TVD-FVM saves
considerable computational time by providing aneptable solution at a much higher grid resolution
and/or is robust for a much wider range of gridohesons than first order methods. | suggest the
following: First, for one method, perform the siratibn for a range of grid resolutions (400m, 200m,
100m, 50m, 25m,12.5m) until the solution converges, becomes essentially grid-resolution
independent. Use a time step that is small enoaghat the solution does not depend on the time ste
(this probably means using a time step that yialdery low Courant number for the coarser grids, bu
the magnitude of the time step is likely to be &amio the magnitude of the time step needed tp kiee
model stable on finer grids). Then, it is easyrgua that most of the error introduced into theisoh is
associated with the spatial component of the problgecond, repeat step 1 for each of the numerical
methods. Assuming all simulations are run on theesanachine, keep track of the time required to
perform the simulations. This would allow for a mapbust comparison of the different methods and
would give readers a better idea of the true dfiees between the methods. For instance, the TVD
method should converge to an grid-resolution-indepet solution more quickly than the lower order
methods. But how much faster? How does this depmnduplift rate or other commonly varied
parameters? What are the practical implicationgeims of computing time? This would give readers
more guidance on the necessity of using one meaikiedthe other.

We consider this remark as very essential and whkgdto thank the reviewer for his suggestion on
developing a grid independent ‘true’ solution foe tSPL and TTLEM in general. We decided that such
an approach is indeed most essential and would thiéereader much more guidance in the performance
of the algorithms and provides a robust methodbtogare the different numerical schemes. Moreover,
also reviewer 2 requested a robust framework tstilate the performance of the numerical schemes.
However, carrying out the analysis as suggestedhbyreviewer introduced some complexities and
uncertainties which are summarized below. Thereforeperformed an alternative test, also covering a
wide range of resolutions and we compared our nigadesolution with an analytical one so that
resolution effects could be analyzed.

Complications which arise when performing the asiglyas outlined above mainly come down to the
fact that comparing model runs with similar paraenetalues at different resolutions is a very tricky
business. First, interpolation from the ‘startingial image’ to the other resolutions (e.g. frof h to

400 m) will change the initial location of the drage network to a certain extent, depending on the
interpolation method used. Hence, catchments aretsrimight shift in location which complicates
comparison between results. Second, and this @ameskto be very important while doing the exercise,
changing the resolution from e.g. 400 to 10 m tssil much more possible river paths. This is
illustrated in the figure below where it is shovinat river distance in higher resolution images rlgh
much longer and can take many different shapes amedpo the main resolution (where river length is
400 m or 400 m x sqrt(2) ).
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For these reasons, when comparing models, exeatitBterent resolutions, one is rather evaluathmey
effect of raster resolution and the way it is refiégl in topography than comparing the performarice o
numerical schemes. Although the latter is of utmogiortance and has been elegantly illustrated in
literature (Pelletier, 2010), this is not what equired to evaluate the performance of a numerical
scheme.
In order to overcome these problems, we developed following strategy to evaluate both the
computational performance and accuracy of the nigalenethods:
 We only consider river cells to quantify the peniance of the different numerical schemes.
These rivers cells set the base level for thelbgks cells and the way these hillslope cells
respond to differences in numerical schemes istittied by the erosion rates calculated over




several catchments and illustrated in the curnguiré 7 of the manuscript. We agree however,
that our previous approach to document the difiezdretween the TVD scheme and the implicit
schemes using a RMSE is misleading. We will theeefw longer refer to the term RMSE to
document the difference between two numerical selsetvut simply report the difference
between the schemes as an offset. E.g. tlve.th represents the offset between the TVD-FVM
and the implicit FDM.

* To document real RMSE values as a consequence roénmeal diffusion we performed the
following analysis:

1.

2.

3.

8.

9.

We initiate the analysis from the standard DEMpalsed to calculate differences in
erosion rates plotted in the current figure 7-9.

All river heads with a contributing drainage areaezding a threshold value are selected
(in our case 10nY)

The drainage network connecting these river heaitls the outlet of the catchment is
calculated. Very short river profiles <10km are nettained in the analysis to improve
computational performance.

For this initial drainage network the initial rivezlevations are extracted from the
standard DEM.

Steps 1-4 are illustrated in Figure 1.

Next, landscape evolution is simulated for the é¢hneimerical models using the same
model parameter values and uplift rates (curregt &) as those reported in the paper in
order to calculate erosion rates.

At the end of the model runs, river elevations asgracted from the numerically
simulated DEMs and compared with the analyticalttoh described below.

Given that we consider the linear case where n=lLkaep the river network fixed for
this analysis, there exists an analytical solutidrich is calculated with the slope patch
method outlined by Royden and Perron (2013). Theshod will be further detailed in
the revised version of the manuscript.

The advantage of this analytical solution is thasitruly grid size independent and is
giving the correct solution for elevations along tiver profiles.

To illustrate steps 5-8, we plotted the resultingnerical and analytical solutions for 4
selected resolutions in Figure 2.

10.The previous steps are repeated for a range ofutesws going from 950 m to 6.25 m.

For each model run, the CPU time required to perfitbre analysis is stored.

11.Given that we have an analytical solution for Ak tcells of the drainage network, the

numerical accuracy of the methods can be evaluayechlculating the RMSE between
the three numerical methods and this analyticaltgwml. The result of this exercise is
plotted in Figure 3 which is in fact reporting tth&ta required by the reviewer.

We will discuss these findings in detail in theised manuscript but note that from this
analysis, one can see that it would take for exani#l times longer to obtain the
accuracy of the river processes obtained with a ‘-F¥M at 500 m (RMSE = 18.17,
2.89 sec) with an implicit method (cfl<1, at 150 86, sec). Such an analysis of course
only holds for the river cells as higher model ta8ons will also improve model
performance in terms of hillslope processes.

* Note that we developed an updated, vectorized,iorersf the TVD algorithm to perform this
analysis which will be released soon on GitHub.
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Figure 1. DEM of standard run used in the curreetsion of the paper to calculate catchment widesieno
rates and here used as an initial DEM to run thefgenance analysis outlined in the comments ofrépy.
The grey lines indicate the drainage network forahithe solution has been calculated analyticallize blue
line indicates the river profile for which modektéts at different resolutions are plotted in figLi.
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Figure 2: Comparison between different modellecbhasons for the river profile indicated in blue figure 1.
The green line is the ‘true’ analytical solutionbtained with the slope patch method of Royden agrtoR
(2013). The solid blue line presents the implioiuton when the CFL<1 and the dashed blue linerespnts

the implicit solution when the time step is ledefr
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Figure 3: a. Performance of the different numerisahemes calculated with the RMSE between the taradly
and numerical methods. b. CPU time required tdgren the model runs at the indicated resolutions.

In the discussion the authors imply that their rodtls really the only acceptable method for theastr-
power component of LEMs. Techniques that are widskd to prevent artificial numerical diffusion in
many fields of science, including MPDATA and senaigkangian techniques, are implied to be inferior
or less robust with no evidence. For example, deagrrangian methods are deemed to be potentially of
higher accuracy, but then simply dismissed as imféo TVD-FVM because “simulation of horizontal
topographic shortening would require large amouwftancremental markers to prevent numerical
diffusion when interpolating the solution.” Thisnéence confuses two different methods (semi-
Lagrangian and particle-in-cell methods are notsénme) and is not based on any evidence. | deg't s
any point in discouraging the community from tryialgernative methods until they are clearly tested
and shown to be inferior for a wide range of pa&rtpplications.
We do accept that our considerations were wordetesdat too strongly. We have therefore adjustesl ithi
the new version of the manuscript. That being said, without the intention to discourage the comitgurom
testing other numerical methods, we are confidenstating that the TVD-FVM is a relatively easy to
implement numerical solution which does minimize #imount of numerical smearing in the solutionidl d
implement an adapted version of the MPDATA schentechv ultimately leads to a similar performance
compared to the TVD-DVM but only after applying tlmiters as pointed out in the manuscript. Thakesa
the scheme heavier and more complex compared to\MBbeFVM and so we concluded that in this particula
case, there is no need for using an MPDATA schd®egarding the Lagrangian schemes, we agree with the
referee that the current text was confusing anthawe rewritten the paragraph as follows:

The numerical methods discussed so far are solmednoEulerian grid. Eulerian grids represent immiebi
observations points, for which the solution of #agiable, in our case topography, is calculatedatngh time.
Alternatively, Lagrangian points such as markers particles are directly connected to the variable
(topography) and evolve together with the variater time (Gerya, 2010). An approach that has mesty
been shown to be successful in preventing numetitfakion is the Marker In Cell method. Here, gwdution

of the system is simulated by interpolating indeleetly propagating Lagrangian advection markerdixed
Eulerian grid points during each time step of tiawdation (Harlow and Welch, 1965). In a 1D configtion,
this method would produce very accurate resultsnadpgplied to solve an advection equation such asfAL.
However, simulation of horizontal topographic sleming would require large amounts of incrementatkaes

to prevent numerical diffusion when interpolatihg solution to the Eulerian grid (Gerya, 2010).

Some of the weaknesses of the tested numericéibsslcan be reduced by LEMs that rely on irregugaid
geometries. Irregular grids do, for example, alléavsimulate tectonic shortening using a fully Laggyan



approach where grid nodes are advected with thetecally imposed velocity field (e.g. Herman anaus,
2006). ...

Minor issues:

1) The variable x is used for two different thin@s eqn. (1) it represents one of the cardinal Zworial
directions but in eqn. (2) is represents the alcmganel distance).

We will fix this in the revised version of the matupt.

2) There is some repetition and inconsistency eefuations. For example, there are 6 differenatops for
one variable (dz/dt). It would be better to useosation that differentiates among different aspextsiz/dt
(tectonic advection versus diffusive erosion/aggtiaa versus stream-power-driven erosion) and nitadlear
that dz/dt is the sum of these different componehsswritten, equations (1) and (6) and (9) arectitipe and
incompatible, because they are almost the sameiequget the left hand side of all of the equasios the
same while the right hand side includes uplift e @f the equations but not in the other two.

We agree that our notation is currently not fulpnsistent and follow the suggestion of the revieteeuse
different notations for the different sub comporsenitthe solution (eg. Eq. 6 and 9)

3) It would be helpful for the authors to addredsether the method could be applied to the nonlisgaam
power law (n not equal to 1), spatially variabldéekg., strong over weak layers in sedimentary damerphic
rocks), transport-limited fluvial processes, laragses with a finite soil layer over bedrock or intagolith, and
other common LEM variants.

We thank the reviewer for these suggestions. Femibment the model supports (i) non-linear riveision
(n~=1), variable K values, different precipitatiamput. Transport limited fluvial processes as wad a
bedrock/regolith interface are currently not supgmrbut are planned to incorporate in future versiof
TTLEM.

4) The paper is comprehensively referenced, whigppreciate, but some of the references do notostifige
points being made. To take one example, McGuire Ralletier (2016) is used to defend the use of a
detachment-limited model on the basis that uncasesi@ld sediment can be easily evacuated from theafl
network. This is simply untrue. Unconsolidated seshts obviously do get stored in fluvial systemeilier a
detachment-limited model is a reasonable approximatepends on the application (including detailshsas
mean grain size), and | don't think a paper thatlslevith small channels forming on alluvial terrsds an
appropriate basis for defending the use of a dataahlimited model in an LEM designed to model ldrge-
scale evolution of mountain belts.

We agree with RC1. We will change the referencimg)waording in this sentence.

5) The structure of the paper is good but the gestsubsections could be slightly improved. Fomepla, the
issue of artificial symmetry that can arise witleteagular grids is first introduced on line 206 wito prior
mention or subsection break. I think this issueuthbe addressed in its own subsection of secti(as 3t is in
section 4.2).

We will no longer discuss the issue of artificighsmetry in this paper as suggested by referee 2.

6) The stream power model is introduced usingatsinear form (the exponent n is general) but #reainder
of the paper, including the CFL condition (egn.)j18pplies only to the linear case.

All the simulations could be easily performed famnrinear cases. However, we preferred linear exesnp
when demonstrating the impact of numerical smeamimghe results to enhance clarity in general. Hon-
linear slope dependency affects river incision iscassed in Campforts and Govers (2015) in dueildeta
including the way in which the CFL criterion shodid adapted.



7) The use of D8 routing seems unsubstantiatediriitinis the choice of nearly every modern LEMchese it
more faithfully represents flow on hillslopes.

Dinf (or Dw) is certainly the flow routing scheme of choicerapresent flow on hillslopes. However, in
TTLEM fluvial erosion is limited to the channelizeldmain of the landscape and thus the flow rousicigeme
on hillslopes of minor significance. Nevertheles#n in the channelized domain Dinf has advantages D8
since it enables diverging flows on landforms sastalluvial fans and braidplains. The current impatation
of TTLEM, however, focuses on the modelling of d&ét@ent-limited systems or bedrock rivers where
divergent flows are usually confined by valley walThis is also consistent with other models sischastscape
(Braun and Willett, 2013) and DAC (Goren et al.12Ppmodels that use the D8 flow routing scheme.this
disagree that Dinf is the choice of the majoritynaddern LEMs. Still, we like to stress that we dit exclude
to implement Dinf or other multiple flow directiaigorithms in a future version of TTLEM, in partiausince
the topological sorting algorithm (Braun and Wiile2013; Heckmann et al., 2015) is equally suitdblethe
efficient computation of flows on thus derived netls.

8) Please use lat/lon or UTM coordinates in Fidf these are UTM coordinates, please specify.
We will fix this in the updated version of the mautipt.

9) The method of the paper is referred to as TVDMIWroughout the abstract but TVD-FVM in the pagér.
this is not a typo, please explain the differenegveen these abbreviations.
We will fix this in the updated version of the maotipt.

10) w_A and w_k are introduced in the equationthah (unless | missed it) never discussed againeiren in
the table of parameter values).

These parameters are weighting parameters usechl® f®r changes in precipitation and lithology. Wil
clarify this.
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We thank referee 2 for her/his comments, which dxlps to improve the quality of the manuscript. @ylies
are inblue Throughout this reply, we will also refer to taaswers formulated in the author comments on
referee 1 (further referred to as RC1) where we atkled some figures for clarification.

Campforts et al. addresses an important problerfifeial landscape evolution models: numerical usfbn of
the solution to the stream power advection equafitve authors first of all present a solution te groblem
based on a higher-order flux-limiting method (TVDI4W), and secondly, they outline a new modeling folah
(TTLEM), which makes use of TVD-TVM and is availalib everyone as part of the TopoToolbox.
Overall, my opinion is that numerical accuracy hivial landscape evolution models has receivedlittle
attention in the past, and it is therefore goodde the authors address it here. The method prdposeduce
numerical diffusion is convincing, and the dampaigiumerical diffusion in stream-power advectionadl as
in tracking horizontal tectonic displacements gnfficant. | hope that this contribution gets pshkd in Esurf,
although I do have some concerns and suggestidnsh wlist below:

We are grateful for RC2’s appreciation of our wo¥e also appreciate the constructive comments wiitth
help us to enhance the overall quality and reaitaloil the manuscript.

General comments:

First of all, | think the dual purpose of the maenyst: 1) discussing numerical diffusion and presenTVD-
TVM, and 2) presenting TTLEM as a more general $aage evolution model leads to a rather diffuse and
ackward structure of the text. The main strengtbhf text is in my opinion the focus on numeriddfusion
and the presentation of TVD-TVM, but the TTLEM peatation calls for many details that are not negded
address this issue (see for example Fig. 1). Famele, because the introduction focuses mostlyhen t
influence of numerical diffusion, it is hard to wrdtand the motivation for the first couple of expents
focusing on drainage networks and the influenceifférent hillslope models. | would strongly recorana
simplifying the flow of the manuscript focusing neoexclusively on the issue of numerical diffusibikewise
the authors should consider skipping the first experiments and in stead perform more like theshwsvn in
Fig. 7. | think that it would increase the impadttbe contribution, and the presentation of TTLERul
perhaps be saved for another manuscript in a nodtwage-oriented journal.

We follow the advice of the reviewer to focus th#ire manuscript on the role of numerical diffusion
landscape evolution modelling. We will thereforenowe the two first experiments (e.g. the role diskupe
diffusion and the presence of artificial symmetingm the paper. Nonetheless, we consider this papdhe
first description of the new TTLEM simulation sofive. Therefore, we will move the flow chart illigtng the
different modules of the model to the appendixhaf paper along with the picture illustrating thadtionality
of the different hillslope response schemes. Wesiden TTLEM as a tool for the community which cam b
used to reconstruct landscape evolution as welb &sst hypotheses. The latter might require a ¢oation of
insights in the different existing modules as vealla guidance on how to add new modules. We faebtbth
objectives, require an overview of the softwaré@smresent shape.

Secondly, | suggest the authors give a short intttidn to basic knowledge about numerical diffusian
advection problems. This could be inspired by sartpktbook material and use linear advection asirsy
point. By this the authors could avoid some awkwaftections, like in line 378: it is not at all waterintuitive
that time steps smaller than the CFL criterion $¢eéml more numerical diffusion. Most numerical asay



textbooks | know of give very simple explanationsWwhy numerical diffusion is minimized exactlytae CFL
criterion. Overall, | think the authors can makétdreuse of basic textbook wisdom to prepare taeeefor the
main points of the manuscript.

In the revised manuscript, we will introduce thaders into the issue of numerical diffusion wheltviag
hyperbolic partial differential equations by addiagparagraph in the introduction. We will also negsie the
sentence in line 378 although we find it importemtocument these findings which are indeed weltussed
in numerical textbooks but less well known/introedan the earth surface community.

Finally, while I fully appreciate the comparisonpeximents between the different numerical methbgsspect
that it is not completely fair.

Part of this answer is addressed in the reply td RBere we illustrate how the analytical slope patethod
(Royden and Perron, 2013) is used to evaluatedHemmance of the different numerical schemes.

The main advantage of the implicit method (as Fagt® by Braun and Willett) is that it becomes more
compute efficient at high spatial resolution th& texplicit methods, simply because it is not sany
constrained by the CFL condition. Thus, if expliaitd implicit methods were compared in experimevith
similar compute time (which | think they should bejould the implicit method not allow for finer dj
resolution than the explicit method? If so, would finer spatial resolution in combination with theger time
steps not reduce the numerical diffusion of thelicitpmethod? | am not questioning the advantageE\u\bD-
TVM here. | just feel that the authors are not apjating the real strength of the implicit methadhich is how
the compute time scales with spatial resolution.

This is an interesting remark that we addressrevesed version of the manuscript. We hope thattiditional
analysis outlined in our comment to RC1 will pravidiore insight into the trade-offs between numeérica
accuracy and computational efficiency. The answéhé¢ referee’s question comes in multiple points.

* An essential characteristic of an implicit scherke that of Braun and Willett is that it fails ttaawv
for ‘vectorization’ which is in contrast to explianethods (like TVD). By vectorization, we mean
ways to exploit single-instruction multiple-datargi&elism. Hence, the fact that TVD requires more
operations per execution and requires a time stbghwobeys the CFL criterion may partly
compensate for sequential looping through all stregetwork nodes required by the implicit
scheme. From the analysis presented in our dismusdithe comments of RC1, we show that both
schemes end up running in almost the same timewllVaddress this point in the new version of
the manuscript.

* Itis important to note that rivers only occupytpairthe landscape. Although TTLEM indeed allows
to simulate all cells as rivers cells (as suggestedomment on line 206), we do not test this
configuration as we consider it of little use iralrevorld landscape evolution where hillslope
processes may dominate where drainage area dréps behreshold value. Hence, while refining
the resolution does indeed result in more accwyratiehulated river elevations, the computational
overhead related to hillslopes processes which somvégh refining the grid resolution is
unacceptably large at the spatial scales and rgsauthat we consider. Also notice that even at
very high spatial resolutions (6.25 m), the TVD huet is still more accurate compared to the
implicit (cfl<1) method.

* We appreciate the remark of the reviewer that tighdr spatial resolution, which is in principle
allowed by the implicit method for similar timeses] is the real strength of the implicit method.
This argument is exactly the reason why we simdl#te landscape using both an implicit method
which is free of any time criterion (and where giset by the main model time step, e.g. 2e4 yr) and
one simulation where a CFL is applied to the implwethod. The latter was done on purpose to
illustrate how the main advantage of an impliclieste, i.e. being stable at time steps exceeding the
CFL criterion, is counterbalanced by numerical singaonce the CFL criterion is exceeded. If we
only compared simulations where the time step oltfey<CFL criterion, it would make no sense to
use the implicit scheme as the explicit FDM wouddds fast or even faster (due to the possibility of
vectorization). Furthermore, it is not only the énént nature of an implicit scheme which is not



suited to properly simulate propagating knickpaititsery large timescales are applied in landscape
evolution models, uplift is inserted very suddeatythe beginning of the time step. This results in
unrealistic simulations where uplift is a discrstepwise function rather than a continuous function
(e.g. the sine waves used in this paper). In Figf tis file, we have shown two extremes, i.e. a
configuration where CFL<1 and one where CFL >>1e@aould argue that intermediate solutions
(e.g with CFL closer to 1) would result in more id&sle results than the one shown with the dotted
lines in Fig. 1-3 of RC1. This is true but, givémat computational gains are marginal and numerical
accuracy will never be higher than the implicit huet simulated at CFL< 1 (solid blue lines), we
see little reason to follow such an approach whewlsting transient landscape evolution.

 To summarize, a first order implicit scheme is rsofited to properly simulate propagating
knickpoints in detachment limited erosional basisst order implicit methods are therefore only
suited to simulate configurations where transiewaysed by local base level falls, tectonic faoits
lithological contacts can be considered to be minor

More specific comments:

Line 30: “availability of potential energy”

Line 85: delete “most”

Eqgn 1: Why are vx and vy bold?

Because they are representing velocity fields bear@gble in space.

Eqgn 2: Are wk and wa used for anything here? Iffawmth them out.

They are used as weighing factors to introducentipact of variable lithological strength an pretagion in the
model. We will further clarify this in the updatethnuscript.

Line 102: what is “eroding settings”?

Where the detachment limited assumption holds.

Eqgn 3: The diverge operator should include a dowéen nabla and gs

OK

Line 113 hillslope erosivity and erodibility. What is tlkfference?

Should be simple erodibility. Erosivity can be remd

Egn 7: Again, is the variability on m really neededlemonstrate the points of numerical diffusitfirot skip
it to clean the text. More complicated means less/mcing.

Point taken. Section will be removed in the updateshuscript.

Eqgn 8: | do not understand the effect of denshig®. Is U not simply uplift of the

surface? If so, | guess the densities should le@second term, right?

Good points, it depends on the way U is defined.WWeclarify this in the updated manuscript.

Line 153: “. . .transforms returns. . .”

Eqns 11-17: The use of subscripts seems inconsisten

Line 192: “.. is similar than the one. . .”

Eqn: 19: | guess A varies by several orders of ntade in the grid. Please discuss

the CFL criterion in the light of this. Is max(A$ed here?

Fixed

Line 199: Description of the inner time step is fusmg, and | do not understand why it is needegain |
suspect that it is the general presentation of TNILltRat stands in the way for a clear and concissgmtation
of the numerical experiments.

We will clarify this further in a revised versiorf the manuscript. An inner time step is needed beea
hillslope processes which are diffusive in natuievathe use of semi-implicit methods used to sallvem.
Here, the implicit nature of the schemes can bly eXploited and large time steps can be used lice gdbe
equations (Perron, 2011). The TVD method whichxglieit, on the other hand does not allow such tinge
steps and does require the main model time stbp &plit up in so called ‘inner time steps’.



Lines 206-205: This kind of randomness should beided here. The authors are documenting the lefvel o
numerical diffusion in different numerical techné&gy and in this process it is very important thatkevow what
advection equation is solved. m seems to be vamiedder to make the drainage networks look moadigc.
But that is not important here. And by the way:yag m randomly does not remove the grid dependency
(which is inherent to stream-power advection anddEnage), it just obscures the close links betwtbe grid,
the (random) variability of m, and the drainagewwek. Please keep m fixed and the equations aslsiagp
possible!

Section 3.4 is not well written. In spite of cadgfueading the text | am still confused about hbillslope
processes are implemented. But more importantly: tBa experiments documenting numerical diffusionbe
run without hillslope processes? This would reqtirat Ac=0 in Egn 8, but why not? It seems a hly $0
deliberately add physical diffusion to an experimemre one wants to measure numerical diffusion@ Th
authors should consider if the experiments can adensimpler (see first general comment above). fgigp
hillslope processes and deleting this section cbald quick fix.

As outlined above, we agree with the reviewer thatexperiments on hillslope diffusion and varyuadues for
m are distracting for the main message of the paper will also further motivate our choice for ths8
algorithm in the updated manuscript (see also R8bjvever, for reasons also discussed above, weatid
remove the hillslope processes from our model fieiky address how numerical diffusion in chanmadision
affects hillslope diffusion and ultimately basind@ierosion rates.

Section 4: | recommend skipping the first two expents on hillslope processes and drainage netw@rks
save them for another paper). This would free @geapo dig deeper into advection and numericalisiidin.
Fixed, section removed from the manuscript

Line 276: | am not impressed by this strategy.reaghat the artificial symmetry is a problem, buteast we
know where it comes from. Fixing this by introdugivariability in the exponent m obscures the lirgkvieen
model input and model output, which is otherwiséaal for use of computational experiments. Vailigpbon
K is better, because the linear scaling does tet tide form of the equation.

Fixed, section removed from the manuscript

Line 344: So, what happens if the grid resolut®iowered to 10 m?

SeeRC1

Line 391: overcomes -> reduces

SeeRC1

Line 403: A small time step is not the essentiatdahere. The implicit method first of all offeasfine spatial
resolution in combination with a large time stepeTadvantage of this combination should be explorerk.
This issue is discussed in the reply to the majonrments above.

Line 464-474: All of this seems rather irrelevamtiie main points of this study. See first geneoahment.

We will consider moving part of the paragraph te #ppendix in the revised version of the manuscript

Line 481: “. . . the current debate. . .” calls feferences.

Fixed

Fig. 1: | almost get dizzy by looking at this. Whsitthe point of showing this level of complexity the first
figure?

We will skip this figure and add it to the appendix

Fig. 2: While this is interesting | do not understahe motivation. The introduction spins me upeiad about
numerical diffusion, not this.

We will skip this figure and add it to the appendix

Fig. 3: Same comments as for Fig. 2.

We will skip this figure

Fig. 4. This is a nice, simple figure and to me #&xtension of this existing result to 2D simulasas the
essential contribution of this study. This figuotd be a great opening figure.

Point taken

Fig. 7: If the authors choose to follow my advicel akip the first experiments, then more like tosild be
performed. It would be useful to see experimenth different setting of m and n (linear vs. nonéne Also to
have experiments at finer spatial resolution wlileeeadvantages of the implicit method should stakick in.
See discussion above and figures in RC1. We wiilonee the first three figures from the manuscript.



Fig. 9: It is good to see the difference betweethods here, but it would also be great to see mstof the
two separate erosion rates. | wonder if knickpoaails be recognized in both?

Fig. 9 illustrates the difference between erosaies for the two numerical methods. In our opirtfemaddition
of another figure showing the erosion rates fohaaethod is not very meaningful as the differerinesrosion
patterns and rates would be less clear. With régpdhe knickpoints it is important to consideatlthe use of a
different numerical method does not change theameispeed of knickpoint advection (see Campforts an
Govers, 2015), but it does strongly affect the etioh of the gradient of the knickpoint: we will ddhis
clarification in the revised version of the manistciHence, it is not meaningful to compare mapkro¢kpoint
locations.

Fig. 10: great figure

Thanks
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