
Referee 1  
I appreciate the authors efforts to revise the manuscript in response to my initial              
comments, along with those of the other reviewer, who expressed some similar concerns.             
The response document is quite thorough and, to their credit, the authors have completely              
overhauled their methodology and results. The paper is much improved but, in my opinion,              
is still not ready for publication.  
 
We thank the reviewer for appreciating our efforts to meet their previous remarks. 
 
Please see the attached PDF for a number of detailed edits and comments, but here are a                 
few of the highlights: 
 
Page 5, Line 27: I don't understand how constraining the errors to only be in one direction                 
in x but either direction in y helps with this issue. Please add a new figure (or panel to the                    
one in the appendix) illustrating how this approach does not modify the shape but avoids               
the butterfly issue. This part of the methodology is still not very clear. 
 
Thank you for your comment. Our answer and suggested modifications are detailed below,             
in the section “Technical comments” below. 
 
Page 6: Equations 1 and 2 need to be explained more thoroughly. 
 
Thank you for your comment. Our answer and suggested modifications are detailed below,             
in the section “Technical comments” below. 
 
Page 6, line 21: Where does the 95% confidence interval come from? 
 
Thank you for your comment. Our answer and suggested modifications are detailed below,             
in the section “Technical comments” below. 
 
Page 7, line 30: I'm confused as to the difference between the 95% uncertainty and the                
total percentage uncertainty, which makes these results difficult to interpret. Please try to             
explain this distinction more clearly, as well as your rationale for using both. 
 
Thank you for your comment. Our answer and suggested modifications are detailed below,             
in the section “Technical comments” below. 
 
Please address these issues, most importantly a better illustration of the channel boundary             
updating algorithm, in a revised manuscript that can be reconsidered for publication. 
 
A panel was added in the Appendix B to better illustrate the channel boundary algorithm.               
Appendix B has been translated into a figure in the main body of the manuscript. Thanks                
to this new figure along with new explanations in the manuscript, we think that a better                
understanding of the whole Monte Carlo approach is achieved. 
 
NB: Page and line numbers refer to the second version of the manuscript. 
 
 
Technical/grammatical corrections: 
Please note that every technical and grammatical corrections have been taken into            
account in the revised manuscript.  
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Technical comments: 
 
Title: No dash in remotely sensed.  Please replace throughout the paper. 
This has been replaced throughout the paper. 
 
Title: Similarly, no dash in spatially variable.  Please replace throughout the paper. 
This has been replaced throughout the paper. 
 
Page 1 Line 5: No dash here, either.  Replace throughout. 
This has been replaced throughout the paper. 
 
Page 1 Line 12: No dash in Monte Carlo, either. Replace throughout. 
This has been replaced throughout the paper. 
 
Page 2 Line 30: More than what? I don't see what is being compared here, so please                 
clarify. 
We emphasize the fact that, due to their smaller size, mid-sized rivers are prone to be                
impacted by geometric errors as the latter can exceed the documented changes. We             
added a reference to Lauer et al. (2017), who failed to detect noticeable changes in this                
range of rivers, and clarified the sentence : “..., along with their importance in terms of river                 
geomorphological management (Marçal et al., 2017), are particularly prone to be impacted            
by delineation and geometric errors (Lauer et al., 2017).” (Page 2 Line 30) 
 
Page 3 Line 21: at which discharge? 
The specific stream power has been estimated at the Q2 discharge (71m³/s). We thus              
clarified as : “The specific stream power at the Q2 discharge roughly amounts to 27W/m².”               
(Page 3 Line 21) 
 
Page 4 Line 9: What do you mean by incorporated? This seems like an odd word choice                 
here.  Perhaps "identified on" instead 
We agree. We replaced “incorporated” by “identified”. (Page 4 Line 9) 
 
Page 5 Line 27: I don't understand how constraining the errors to only be in one direction                 
in x but either direction in y helps with this issue. Please add a new figure (or panel to the                    
one in the appendix) illustrating how this approach does not modify the shape but avoids               
the butterfly issue.  This part of the methodology is still not very clear. 
 

Thank you for your comment. We agree that the previous draft did not allow the readers to                 
fully understand the methodology. Further explanation is provided below: 

We first remind here that the butterfly issue arises when the directional sequence of at               
least two successive nodes of a line has been modified. In consequence, these             
modifications may cause crossed lines and the creation of undesired polygons. 

- Firstly, we point out that constraining the direction in Y instead of X would not differently                 
affect the butterfly issue. Applying this ‘rule’ to one of the two coordinates is the central                
idea here, regardless which one (with an arbitrary choice to constrain the direction in X               
here). 
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- Secondly, in a theoretical area where the registration error would be randomly distributed              
between pixels, constraining the direction of errors for one coordinate (in X for instance)              
would not have any effect on the butterfly polygon issue. However, in a registered              
orthophoto, a relative spatial homogeneity of error is observed in the local neighbourhood             
of each node. We remind that this is the underlying reason allowing us to apply MC                
simulations (see section 3.4.1, line 7-8). In other words, there is a strong correlation in the                
error assigned to two successive nodes so that the shifting value simulated for them will be                
quite similar. Keeping this in mind, butterfly polygon issues may however still occur if the               
direction of errors is not constrained since the directional sequence (i.e. from west to east               
or south to north, etc..) of two successive nodes may be reversed even for close shifting                
values. Constraining the direction in X (or Y) allows avoiding strong modifications of the              
directional sequence of two successive nodes and, thereby, the butterfly polygon issue.  

We also added some explanations in the text :  

“Thus, we propose an hybrid solution to simulate the node shifting in space : (1) nodes                
from one sub-reach can move in any y directions (i.e. positive or negative) at each run; (2)                 
nodes from one sub-reach can move in only one x direction at each run. Considering the                
strong correlation of registration errors between two successive points, constraining the           
shifting direction for one of the two coordinates allows maintaining the directional            
sequence of several successive nodes and avoiding the butterfly polygon issue. From a             
wider perspective, the last operation allows (i) avoiding topological errors while simulating            
the most probable displacements of channel polygons, and (ii) probably enhancing the            
transferability of our method to other fluvial settings. The direction of errors in x and y were                 
randomly selected at each MC simulation with equal probability weights (i.e. 50 % each). “               
(Page 5 Line 27) 
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Page 6 Equation 1: What does the [-1; 1] represent? Is this a coordinate vector? I'm very                 
confused by these equations so at a minimum you need to better explain your notation. I                
suggest adding some text to further explain these formulae. 
 
Thank you for your comment. The [-1,1] indicates the direction of errors (positive or              
negative) randomly fixed at each run. We propose to modify the equations by including a               
coefficient of shifting direction noted as . We also added some text to further explain      β          
these formulae: 
 
 
“The overall mathematical expression of the simulation process can be expressed as            
follows: 
 

   |e | ✕ β   d ✕ β x    changed =  x original +  x 1 +  2  
 
 
     |e | ✕ β   d ✕ β y changed =  y original +  y 1 +  2  
 
where and are the absolute registration error in and , respectively. The e | | x  e || y       x   y    
constant is the digitising error equal to 1 pixel. and respectively are the  d          β1  β2    
coefficients of shifting direction (i.e. 1 or -1) of the registration error (i.e. and ) and             e || x   e || y   
the digitising error ( ), randomly selected at each run. In our study, was constant for   d           β1    
each  of one subreach (i.e. constrained in only one direction).”xchanged  
 
Page 6 Line 14: Replace this with coregistration throughout. 
This has been replaced throughout the paper. 
 
Page 6 Line 20: Should this be 50%? 
 
No. At this point (Page 6 Line 20), we are only presenting the two percentages of                
uncertainty (i.e. total uncertainty and 95% uncertainty) that we are using to assess             
uncertainty of the measurements. 
A few lines below, we indeed introduce the threshold of 50% that we propose to apply on                 
both percentages of uncertainty to assess the significance of the measurements. 
 
 
Page 6 Line 21: Where does this confidence interval come from? The local normal              
distribution of error? Please clarify. 
Page 7 Line 30: I'm confused as to the difference between the 95% uncertainty and the                
total percentage uncertainty, which makes these results difficult to interpret. Please try to             
explain this distinction more clearly, as well as your rationale for using both. 
 
The confidence interval (95% or Total, i.e. max-min) is calculated from the 1000 simulated              
values of change (erosion, deposition and erosion-deposition) in order to define an interval             
that includes the true value of change, with a prior fixed probability.  
 
We can thus affirm that there is 95% of probability to find the true value of change in the                   
95% confidence interval (a less conservative interval without outliers), whilst there is 100%             
of probability to find the true value of change in the Total range of simulated values                
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(max-min; a more conservative interval with outliers). This last interval thus integrates the             
possibility to consider that outliers are “plausible” even if the occurrence probability in the              
simulation output is low (about 5%).  
 
In other words, applying the 50% proposed threshold on the total percentage uncertainty             
amounts to assuming that outliers are “real” (plausible situations). By contrast applying the             
50% proposed threshold on the 95% uncertainty amounts to assuming that outliers are not              
real (implausible situations). 
 
Since only 4 sub-reaches were investigated in this study and considering the plausible             
simulation outputs for outliers (see Figure 7), we strongly believe that these two             
configurations should be investigated. Moreover, this allows providing to users a more            
conservative or a less conservative framework to analyze results according to the number             
of sampled zone and/or the magnitude of the registration error. The choice of using the 95                
% uncertainty or the total uncertainty is discussed in part 5.1 (Page 8 Line 32) 
 
We modified Page 6 Line 25 to Page 7 Line 4, as follows: “We thus use these relative                  
percentages of uncertainty to set a threshold of 50 % above which the uncertainty is               
considered too high to yield a reliable measurement, i.e. a significant change in channel              
migration. It is proposed to apply the 50 % threshold on both percentages of uncertainty:               
the less conservative one (i.e. 95 % uncertainty > 50 %) and the more conservative one                
(i.e. total uncertainty > 50 %). While the former does not include outliers, the latter, which                
corresponds to a measurement whose mean value is lower than the total range of              
measured values (max-min), does. In other words, applying the 50 % proposed threshold             
on the total uncertainty amounts to assume that outliers can be “real” (i.e. that they can                
represent plausible situations). By contrast, applying the 50 % proposed threshold on the             
95 % uncertainty amounts to reject the outliers, assuming that they can’t be “real”              
(implausible situations).” (Page 6 Line 25) 
 
We added the reference to equations (3) and (4) as follows: “The relative percentage of               
measurement uncertainty in surficial changes is presented both in the 95 % confidence             
interval (95 % uncertainty; equation 4; Fig. 6b) and in the whole range of measured values                
(Total uncertainty; equation 3; Fig. 6c)” (Page 7 Line 29) 
 
We also added the following sentence in the discussion: “When the geomorphological            
plausibility of outliers is doubtful, we recommend using the total percentage of uncertainty.”             
(Page 9 Line 4) 
 
 
Page 9 Line 15: Extra e in assignment in lower right box 
Extra “e” in “assignement” has been removed from figure 8. 
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Abstract.

Remotely-sensed
::::::::
Remotely

::::::
sensed data from fluvial systems are extensively used to document historical planform changes.

However, geometric and delineation errors inherently associated with these data can result in poor or even misleading in-

terpretation of measured changes, especially rates of channel lateral migration. It is thus imperative to take into account a

spatially-variable
:::::::
spatially

:::::::
variable

:
(SV) error affecting the remotely-sensed

:::::::
remotely

::::::
sensed

:
data. In the wake of recent key5

studies using this SV-error
::
SV

:::::
error as a level of detection, we introduce a new framework to evaluate the significance of mea-

sured channel migration. Going beyond linear metrics (i.e.,
:
migration vectors between diachronic river centrelines), we assess

this significance through the
::::::::::
significance

:::::::
through

:
a
:
channel polygon method yielding a surficial metric (i.e.

:
,
:
quantification of

eroded, deposited, or eroded then deposited surfaces).

Our study area is an active wandering mid-sized river: the lower Bruche, a ∼20 m wide tributary of the Rhine in eastern10

France. Within our four test sub-reaches, the active channel is digitised using diachronic orthophotos (1950; 1964) and the

SV-error
::
SV

:::::
error

:
affecting the data is interpolated with an Inverse Distance Weighting (IDW) technique. The novelty of

our approach arises from then running Monte-Carlo
:::::
Monte

:::::
Carlo

:
(MC) simulations to randomly translate active channels

and propagate geometric and delineation errors according to the SV-error
:::
SV

::::
error. This eventually leads to the computation of

percentage of uncertainties associated with each of the measured planform changes, which allows
::
us to evaluate the significance15

of the planform changes. In the lower Bruche, the uncertainty associated with the documented changes ranges from 15.8 to

52.9 %.

Our results show that (i) orthophotos are affected by a significant SV-error,
:::
SV

:::::
error;

:
(ii) the latter strongly affects the

uncertainty of measured changes;
:

and (iii) the significance of changes is dependent on both the magnitude and the shapes

:::::
shape of the surficial changes. Taking the SV-error

:::
SV

::::
error

:
into account is strongly recommended even on orthorectified aerial20

photos, especially in the case of mid-sized rivers (<30 m width) and/or low amplitude river planform changes (<1 m²/m/yr).

In addition to allow detecting
:::::::
allowing

::::::::
detection

::
of

:
low-magnitude planform changes, our approach also is transferable as we
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use well-established tools (IDW, MC): this opens new perspectives in the fluvial context (e.g.,
:
multi-thread river channels) for

robustly assessing surficial channel changes.

Copyright statement. TEXT

1 Introduction

In a fluvial context, remotely-sensed
:::::::
remotely

::::::
sensed

:
data provide spatial information on historical lateral dynamics of river5

channels (Bollati et al., 2014; Cadol et al., 2010; Comiti et al., 2011; Gurnell et al., 1994; Hajdukiewicz and Wyżga, 2019;

Lauer et al., 2017). This is of crucial importance for creating a scientific framework applicable to sustainable management of

hydrosystems, including river restoration (Biron et al., 2014; Piégay et al., 2005; Surian et al., 2009). Aerial photographs are

thus commonly used to document and measure planform channel changes over a time period of at the most the last century

in a wide variety of fluvial settings. Requiring data coregistration and river bank digitisation, these planimetric studies often10

result in the quantification of lateral migration rates (e.g., Hooke and Yorke, 2010; Janes et al., 2017; Mandarino et al., 2019;

O’Connor et al., 2003).

However, two major sources of spatial uncertainty inherently compromise the robustness of these planimetric methods: the

delineation error due to digitisation of river banks (Downward et al., 1994; Güneralp et al., 2014; Gurnell et al., 1994; Micheli

and Kirchner, 2002; Werbylo et al., 2017) and the geometric error due to data coregistration (Gaeuman et al., 2005; Hughes15

et al., 2006; Liébault and Piégay, 2001; Payraudeau et al., 2010; Swanson et al., 2011). Whatever the scope of the study and

the environmental context, these uncertainties must be assessed as accurately as possible (De Rose and Basher, 2011; Donovan

et al., 2019; Mount and Louis, 2005; Mount et al., 2003). Root Mean Square Error (RMSE) has been frequently used for this

purpose over the past several decades to quantify the uniform geometric error affecting co-registered planimetric data (Table

1). Lea and Legleiter (2016), however, demonstrated that the RMSE approach was too simplistic because co-registered data are20

affected by spatially-variable
:::::::
spatially

:::::::
variable (SV) geometric error. To test the impact of such error on the quantification of

lateral migration, the SV-error
::
SV

:::::
error was used as a SV Level of Detection (LoD): this approach allowed detecting 33 % of

statistically significant changes (migrations) instead of only 24 % with the RMSE/uniform error approach (Lea and Legleiter,

2016). The thorough review of Donovan et al. (2019) reached the same conclusion: they encouraged the generalisation of

SV-error
:::
SV

::::
error

:
assessment and also noted the potential need for testing SV-LoD on new metrics of lateral migration, such25

as surficial ones
:::::::
including

:::::
areal

::::::
metrics

::
of

:::::::
surface

::::::
change.

Both Lea and Legleiter (2016) and Donovan et al. (2019) developed a LoD for a linear metric (Fig. 1a) implemented in

the Planform Statistics Toolbox (Lauer, 2006), which reports fluvial planform changes as a linear adjustment. However, by

conflating river banks onto a unique centreline (Fig. 1a), a linear metric can oversimplify geomorphological changes. This

approach is prone to fail detecting
:::
can

:::
fail

::
to
::::::

detect
:
observed lateral adjustments when, for instance, channel widening or30

narrowing occurs without any significant lateral migration of the centreline (Miller and Friedman, 2009; Rowland et al., 2016).
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This is all the more relevant for mid-sized rivers (width<30 m; EPCEU, 2000; Table 1) , which, despite
::::::
which,

:::::
along

::::
with their

importance in terms of river geomorphological management (Marçal et al., 2017), might be more
::
are

::::::::::
particularly

:::::
prone

::
to

:::
be

impacted by delineation and geometric errors
:::::::::::::::
(Lauer et al., 2017).

This study aims to advance the generalisation of SV-error
:::
SV

::::
error

:
assessment methods in fluvial settings by testing its

impact on the quantification of lateral migration using a surficial metric: the channel polygon method (Fig. 1b). The latter5

consists in the extraction of eroded, deposited
:
, and eroded then deposited surfaces , from overlaid diachronic channels. SV-error

:::
SV

::::
error

:
is assessed on two diachronic orthophotos of the lower Bruche (i.e., a mid-sized tributary of the Rhine), by spatial

interpolation (Lea and Legleiter, 2016) based on an independent set of ground control points (Hughes et al., 2006). The main

novelty of our approach is running Monte-Carlo
:::::
Monte

:::::
Carlo

:
(MC) simulations (Metropolis and Ulam, 1949) to propagate

the geometric error in measurements of eroded and/or deposited surfaces. This eventually allows computing the uncertainty10

associated to each surficial changes, on
::
to which a threshold is applied to detect unsignificant

::::::::::::
non-significant planform changes.

More specifically, this study tests three hypotheses in the fluvial context: (1) orthophotos are affected by a local significant

SV-error
:::::
locally

:::::::::
significant

::::
SV

::::
error; (2) SV-error

::
SV

:::::
error

:
highly affects the variability of MC simulated measurements of

eroded and/or deposited surfaces; and (3)
::
the

:
uncertainty of surficial changes depends on their magnitude. This work also

evaluates the effectiveness of MC simulations in measuring fluvially eroded and/or deposited surfaces and assessing their15

significance.

2 Study area

Located in the easternmost France (Alsace), the Bruche river is a western, mid-sized tributary of the Rhine with a drainage area

of about 730 km². The 80 km long river firstly drains the eastern flank of the Vosges Massif before debouching into the Upper

Rhine Graben (Fig. 2a). Although highly impacted by human activities (levee/canal construction, channelisation, artificial cut-20

offs), this alluvial river is known to have been laterally active over historical times (Maire, 1966; Payraudeau et al., 2010;

Schmitt et al., 2007). This is especially true in its lowermost reach where it flows through the Strasbourg urban area (Fig. 2a),

raising important management issues (Payraudeau et al., 2008; Skupinski et al., 2009). Our test site is a 6 km long wandering

reach located a few kilometres upstream of the Ill confluence: the river freely meanders within its Holocene floodplain and

locally erodes Late Pleistocene terraces deposits of the lower Bruche about 2 km from its confluence as well (Fig. 2a; Maire,25

1966). In this reach, the Bruche has a 20 m wide mean active channel and a mean slope of 1‰. Elevation of the river banks

decreases from 146 to 142 m above the sea level. The daily two-year (Q2) and ten-year (Q10) peak flow discharges amount

to 71 m³/s and 126 m³/s, respectively, for the period 1965-2018. The specific stream power is estimated as 30-35
::
at

:::
the

:::
Q2

::::::::
discharge

::::::
roughly

::::::::
amounts

::
to

::
27

:
W/m².
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3 Methodology

3.1 Remotely-sensed
::::::::
Remotely

::::::
sensed

:
data

To measure eroded and/or deposited surfaces on our study area, two orthophotos from 1950 and 1964 were used. They were

produced by the French National Geographic Institute (IGN) and the Laboratoire Image Ville Environnement (LIVE) of the

University of Strasbourg; they have a spatial resolution of 50 and 20 cm, respectively. Both are projected in RGF93/CC48 CRS5

(EPSG: 3948), which is the most accurate projection in this area. Despite the lack of hydrological data in the lower Bruche

before 1965, we assume surveys were conducted during moderate-low
:::::::
moderate

::
to

::::
low water, according to the period of the

year during which the photos were taken (09/13/50; 04/17/64) and the observation
:::
our

:::::::::
inspection of the orthophotos.

Active channel is a widely used concept to objectively identify channel boundaries on aerial photographs, regardless of the

river discharge. It basically refers to the unvegetated area (Liébault and Piégay, 2001; Liro, 2015; Mandarino et al., 2019;10

Surian et al., 2009; Winterbottom, 2000). Here, active channel boundaries have been digitised by a single user in QGIS at a

1/300 scale. To reliably assess the SV-error
:::
SV

::::
error, we used a 2015 orthophoto as the base image; it was produced by the IGN

with a resolution of 20 cm.

3.2 SV-error
::
SV

:::::
error

:
assessment

On both orthophotos (1950; 1964) of our study area, spatial variations of geometric error are assessed by an approach similar15

to that used by Lea and Legleiter (2016). However, because we use orthophotos (which are already coregistered), we must rely

on an independent set of GCPs, as suggested by Hughes et al. (2006). We selected a total of 18 GCPs, including both hard

(buildings, canal) and soft (pathway intersections, trees) features (Fig. 2a). After identification and manual plotting on the 2015

orthophoto, they are incorporated
::::::::
identified to both older orthophotos at a 1/200 computer-screen scale. The spatial distribution

of GCPs in the study area is rather uniform, though hard edges are restricted to the northern sector (Fig. 2a).20

Local Root Square Error (RSE) is then measured for each of the 18 GCPs, on both orthophotos. Error in x or y corresponds

to the euclidean distance between the two points for x and y coordinates, respectively. SV-error
::
SV

:::::
error

:
is calculated by

interpolating local RSE on our whole study area with an Inverse Distance Weighting (IDW) technique at the original spatial

resolution (Fig. 4). IDW uses a linear combination of values at specific sampled points. It allocated weights proportional to

the proximity of the sampled points to estimate values of the
::
at unknown locations (Ikechukwu et al., 2017). We used the25

IDW interpolation method for two main reasons. First, based on a comparison of five interpolation methods, Lea and Legleiter

(2016) showed that linear and nearest neighbour methods reduce the areal extent of large co-registration errors. These methods

are thus discarded as they can strongly limit the influence of large co-registrations errors on the estimations
::::::::
estimation

:
of

surficial changes. Then, in a comparative study of spatial interpolation methods to produce a Digital Elevation Model from a

small set of points that were not spatially uniform, Tan and Xu (2014) showed that IDW provided better results than Spline or30

Kriging
:::::
spline

::
or

::::::
kriging. Because of the difficulties of selecting a high number of independent control points spatially uniform

over time in ancient remotely-sensed
:::::::
archival

:::::::
remotely

::::::
sensed

:
data, we argue that IDW is a reliable method to interpolate the

registration error in our case.
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3.3 Sub-reaches

To examine the implications of SV-error
:::
SV

::::
error

:
on lateral migration measurements, we focus on four distinct sub-reaches

(Fig. 2). Their mean talweg lengths amount to 530, 380, 700 and 890 meters long (upstream-downstream order). They are (1)

an extending and narrowing meander, (2) an almost straight (apparently inactive) sector, (3) two alternate meanders (the first

one slightly extending and the second one displaying a small cut-off), and (4) a long meander extending at the downstream end5

of the curve. We selected geomorphologically distinct sub-reaches to evaluate the effect of both different magnitude changes

and types of geomorphic processes.

3.4 MC simulations

3.4.1 Channel boundaries
::::::::
boundary

:
simulation method

MC simulations as statistical methods are generally used in cases where processes are random or when assumptions in the10

theoretical mathematics are badly known
::
not

::::::::::
well-known

:
(Brown and Duh, 2004; Openshaw et al., 1991). Applying MC

simulations in this research context is the main novelty of this study. This approach has two main advantages. Firstly, MC sim-

ulations are particularly well suited to our problem because of the difficulty of distinguishing between inherent and processing

errors in the measured RMSE
:::
RSE

:
over the whole area. Secondly, MC simulations assume a spatial continuity and a relative

spatial homogeneity of the error, which is consistent with resulting spatial patterns of errors observed after the coregistration15

or digitising process. MC simulations are also relatively easy to perform and applicable in very different cases. This approach

could thus improve the generalisation of methods for calculating planform changes and spatially variable uncertainty in a

fluvial context, as suggested by Donovan et al. (2019).

The approach used in this study followed the rules of boundary simulations (Burrough et al., 2015). A sketch illustrating

:::::
Figure

::
3

::::::::
illustrates

:
this part of our methodologyis available in Appendix B. As described in the previous section, SV-error

:::
SV20

::::
error has been interpolated over the whole study area. For each channel node, all pixels in a 5 m buffer were first selected. A

check of the local distributions of error (Shapiro test) showed a normal distribution for a vast majority of them. The normal

distribution of error was then calculated by averaging the mean local error and by calculating the standard deviation for each

node, in each sub-reach. Hence, for each run (1000 runs in total), a specific value of error in x (ex[i= 1, ...,1000]) and y

(ey[i= 1, ...,1000]) was randomly extracted from the respective normal distribution
::::
(Fig.

:::
3b) in order to shift each node from25

its original position.

Furthermore, in accordance with the results from Podobnikar (2008), the shape of a particular channel is assumed to remain

coherent after simulation. In this study, as the distance between nodes is significantly higher than the local registration error,

it is possible to move nodes of each sub-reach in any x and y directions without significantly impacting the shape. However,

when this condition above is violated (in historical maps for instance, see Herrault et al. (2013)), the operation can potentially30

lead to strong geometrical errors such as “butterfly polygon
::::::::
polygons” or excessive geometric distortions (Appendix A

:::
Fig.

::
3c). These errors might be partially corrected (via e.g.the

:
,
:::
via

::
a moving average algorithm or Douglas Peucker filtering)

but can result in erroneous modifications of the original channel shape. Thus, we proposed an
:
a
:
hybrid solution to simulate
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the node shifting in space : (1) nodes from one sub-reach can move in any y directions
:::::::
direction

:
(i.e.

:
, positive or negative)

at each run; (2) nodes from one sub-reach can move in only one x direction at each run . This
:::::::
(Fig.3b).

:::::::::::
Considering

:::
the

:::::
strong

:::::::::
correlation

:::
of

:::::::::
registration

::::::
errors

:::::::
between

:::
two

:::::::::
successive

::::::
points,

:::::::::::
constraining

:::
the

:::::::
shifting

:::::::
direction

:::
for

::::
one

::
of

:::
the

::::
two

:::::::::
coordinates

::::::
allows

::::::::::
maintaining

:::
the

:::::::::
directional

::::::::
sequence

::
of

::::::
several

:::::::::
successive

:::::
nodes

::::
and

:::::::
avoiding

:::
the

::::::::
butterfly

:::::::
polygon

:::::
issue.

::::
From

::
a
:::::
wider

::::::::::
perspective,

:::
the last operation allows (i) avoiding topological errors

::::
(Fig.

:::
3c)

:
while simulating the most probable5

displacements of channel polygons, and (ii) probably enhancing the transferability of our method to other fluvial settings. The

direction of errors in x and y were randomly selected at each MC simulation with equal probability weights (i.e. 50 % each).

Last, as mentioned by Donovan et al. (2019), it is quite hard to distinguish between errors inherent to the coregistrating

:::::::::::
coregistration

:
and digitising processes. For this reason, a digitising error (ed) equal to 1 pixel was added as a reasonable

constraint within the simulation process, considering the resolution of the orthophotos. This digitising error is assumed to be10

uniform over the entire area and does not fluctuate in different simulation runs (equations 1 and 2). Only the direction in x and

y was randomly defined for each node of one sub-reach at each MC simulation. These directions may vary from one node to

another for one given sub-reach.

The overall mathematical expression of the simulation process can be expressed as follows:

xchanged = xoriginal +(|ex|×[−1;1])×β1
:::

+(|ed| × [−1;1])×β2
:::

(1)15

ychanged = yoriginal +(|ey|×[−1;1])×β1
:::

+(|ed| × [−1;1])×β2
:::

(2)

:::::
where

:::
|ex|::::

and
:::
|ey|:::

are
:::
the

:::::::
absolute

::::::::::
registration

::::
error

::
in

::
x
:::
and

::
y,

:::::::::::
respectively.

:::
The

:::::::
constant

:::
ed :

is
:::
the

::::::::
digitising

:::::
error

:::::
equal

::
to

:
1
:::::
pixel.

:::
β1 :::

and
::
β2:::::::::::

respectively
:::
are

:::
the

:::::::::
coefficients

::
of

:::::::
shifting

::::::::
direction

:::
(i.e.

::
1

::
or

:::
-1)

::
of

:::
the

::::::::::
registration

::::
error

::::
(i.e.

:::
|ex|::::

and
::::
|ey|)20

:::
and

:::
the

::::::::
digitizing

:::::
error

::::
(ed),

::::::::
randomly

:::::::
selected

::
at

::::
each

::::
run.

::
In

::::
our

:::::
study,

:::
β1 :::

was
:::::::
constant

:::
for

:::::
each

:::::::
xchanged:::

of
:::
one

::::::::
subreach

:::
(i.e.

::::::::::
constrained

::
in

::::
only

:::
one

:::::::::
direction).

:

3.4.2 Lateral migration measurements

Lateral migration of the river channel between 1950 and 1964 is calculated through three standard surficial morphological

metrics (erosion, deposition, both erosion then deposition) illustrated in Fig. 1b. Note that the metric "erosion then deposition"25

measured in the area located between the former channel (T1) and the new one (T2) does not always imply continuous lateral

channel migration followed by deposition. Sudden lateral shifts of meanders (e.g. through meander cutoff) or meander belts

(e.g. through channel avulsion) may be involved as well and require specific geomorphological attention. Therefore, at each MC

run, new values of metrics are derived for each sub-reach
::::
(Fig.

:::
3a) in order to estimate fluctuations induced by coregistrating

:::::::::::
coregistration and digitising errors.30

6



3.4.3 Impact of SV-error
::
SV

:::::
error

:
on uncertainty of lateral migration measurements

To evaluate the uncertainty associated to lateral migration measurements within each sub-reach and to allow comparison

between the four sub-reaches, two types of relative uncertainty were calculated for each morphological metric (erosion, de-

position, erosion then deposition). The first one (equation 3) corresponds to the total percentage of uncertainty and involves

the total range of measured values (max-min) through MC simulation. The second one (equation 4) corresponds to the 95 %5

uncertainty percentage and involves the 95 % confidence interval. Their mathematical expressions are, respectively:

Total uncertainty =
1
2 × (max−min)

mean
× 100 (3)

95% uncertainty =
1
2 × 95% confidence interval width

mean
× 100 (4)

Relative percentages of uncertainty inform about the variability of measurements induced by the SV-error
:::
SV

::::
error

:
through

MC simulation, observed
::
in

:
each sub-reach and for each morphological metric. We thus use these relative percentages of10

uncertainty to set a threshold
:
of

:::
50

::
%

:
above which the uncertainty is considered too high to yield a reliable measurement, i.e.

a significant change in channel migration. Two thresholds are proposed here: a less conservative
:
It
::

is
::::::::

proposed
:::

to
:::::
apply

:::
the

::
50

::
%

::::::::
threshold

:::
on

::::
both

::::::::::
percentages

::
of

:::::::::::
uncertainty:

:::
the

:::
less

:::::::::::
conservative

:::
one

:
(i.e. 95 % uncertainty > 50 %) and a

::
the

:
more

conservative one (i.e. total uncertainty > 50 %). While the former does not include outliers, the latter, which corresponds to a

measurement whose mean value is lower than the total range of measured values (max-min), does.
:
In

:::::
other

::::::
words,

::::::::
applying15

::
the

:::
50

::
%

::::::::
proposed

::::::::
threshold

::
on

:::
the

::::
total

::::::::::
uncertainty

:::::::
amounts

::
to

:::::::
assume

:::
that

:::::::
outliers

:::
can

::
be

::::::
“real”

:::
(i.e.

::::
that

::::
they

:::
can

::::::::
represent

:::::::
plausible

::::::::::
situations).

::
By

::::::::
contrast,

:::::::
applying

:::
the

::
50

:::
%

:::::::
proposed

::::::::
threshold

:::
on

:::
the

::
95

::
%

::::::::::
uncertainty

:::::::
amounts

::
to

:::::
reject

:::
the

:::::::
outliers,

::::::::
assuming

:::
that

::::
they

::::
can’t

:::
be

:::::
“real”

:::::::::::
(implausible

:::::::::
situations).

4 Results

4.1 SV-error
:::
SV

:::::
error20

Figure 4 shows the interpolated SV-error
:::
SV

::::
error

:
in x, y and the total SV-error

::
SV

:::::
error (

√
e2x + e2y), for the year 1950. The

mean value of total SV-error
::
SV

:::::
error

:
in each sub-reach for both years (Fig. 5) indicates that sub-reach 4 is affected by the

highest (1.32 m) and the lowest (0.61 m) error in 1950 and in 1964, respectively. These values approximately corresponds to

the range of total SV-error
:::
SV

::::
error

:
reached by the four sub-reaches. Whereas the total SV-error

:::
SV

::::
error

:
was divided by a

factor 2 between 1950 and 1964 in the sub-reach 4, it remained fairly stable in the three other ones, ranging from 0.6 (sub-reach25

3) to 1.2 m (sub-reach 4
:
1).
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4.2 MC simulations

An example of variations in measurements of eroded surface through MC simulations is presented for sub-reach 1 in Fig. 6.

The entirety of MC results are available in Appendix A. A large majority of the measurements appear to be randomly varying

around and close to the mean value, inside the 95 % confidence interval. Note that few outliers sometimes largely extends

the maximum range compared to the 95 % confidence interval, especially when very low values occur. For instance, MC5

simulations for deposited surfaces in sub-reach 1 include an outlier with a value (2.5 · 103m2) corresponding to 38 % of the

mean measured value (6.8 · 103m2).

Mean changes inferred from MC simulations between 1950 and 1964 are presented in Fig. 7a. Comparison between sub-

reaches is allowed by the normalisation of the surficial changes by the respective talweg lengths of each sub-reach (expressed

thus in m²/m). Whatever the sub-reach, changes in eroded or deposited surfaces are much larger than those associated to10

erosion/deposition. The latter are either negligible (sub-reaches 1 and 3) or not recorded (sub-reaches 2 and 4). Sub-reach 1

shows the largest migration: eroded and deposited surfaces amount to 9.1± 4.9% and 12.8± 3.5% m2/m, respectively. By

contrast, sub-reach 2 shows the lowest migration: eroded and deposited surfaces amount to 2.1±24.7% and 1.8±30.8%m2/m,

respectively. Intermediate measurements are reported in sub-reaches 3 and 4 where they range between 1.4±25.3% (deposition;

sub-reach 4) and 4.5±8.5%m2/m (erosion; sub-reach 4). Note that, in these two last sub-reaches, changes in eroded surfaces15

are at least twice higher than those in deposited surfaces.

4.3 Uncertainty in lateral migration measurements

The relative percentage of measurement uncertainty in surficial changes is presented both in the 95 % confidence interval (95

% uncertainty;
:::::::
equation

::
4;
:

Fig. 7b) and in the whole range of measured values (Total uncertainty;
:::::::
equation

::
3;

:
Fig. 7c). As a

reminder, the 95 % uncertainty does not take into account the presence of outliers, while the total uncertainty does. The 9520

% uncertainty varies from 3.5 to 43.4 %. These extreme values both occur in sub-reach 1, for the deposited and the eroded

then deposited surfaces, respectively. The total uncertainty varies from 15.8 to 52.9 %. These extreme values both occur in

sub-reach 4 and 1, for the eroded and the eroded then deposited surfaces, respectively. Sub-reaches 2 and 4 both display the

same pattern between the 95 % and the total uncertainty, with the uncertainty related to the deposited surface being higher than

that related to the eroded one. In contrast, sub-reaches 1 and 3 do not display the same pattern between the 95 % and the total25

uncertainty. For sub-reach 1 and relatively
::::::
relative

:
to the uncertainty of the eroded surface, the uncertainty of the deposited

surface is higher than the latter only when taking into account the presence of outliers (total uncertainty). For sub-reach 3 and

relatively
::::::
relative

:
to the uncertainty of the eroded/deposited surface, the uncertainty of the eroded surface is higher than the

latter only when taking into account the presence of outliers (total uncertainty).
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5 Discussion and research perspectives

In the light of these new results, we first discuss the three hypotheses underlying this study. In a second step, we propose some

methodological guidelines together with promising further implications of this study.

5.1 SV-error
::
SV

:::::
error

:
implications on uncertainty of surficial planform changes

Our results validate
::::::
support

:
the first hypothesis: they confirm that orthophotos are affected by a local significant SV-error

:::
SV5

::::
error. Within our relatively small (∼6 km²) and flat study area, we interpolated a total SV-error

::
SV

:::::
error ranging from 0.26 to

1.89 m (Fig. 4) while mean values of total SV-error
::
SV

:::::
error range from 0.61 to 1.32 m for the four sub-reaches (Fig. 5). This

emphasises the need to take the SV-error
:::
SV

::::
error

:
into account and, importantly, to assess its impact on the uncertainty of the

measured changes (Lea and Legleiter, 2016; Donovan et al., 2019), even if the characteristics of the studied reach may appear

unproblematic at first glance. Moreover, as orthophotos are used in this study, we draw particular attention on the relevance of10

this statement in the case of studies using co-registered aerial photographs for similar purposes (e.g., Cadol et al., 2010; Hooke

and Yorke, 2010; Sanchis-Ibor et al., 2019).

Our results also validate
::::::
support the second hypothesis: the SV-error

:::
SV

::::
error highly affects the variability of MC simulated

measurements of eroded and/or deposited surfaces. Variability of the surficial measurements has been assessed by calculating

the relative percentages of uncertainty induced by the SV-error
:::
SV

::::
error

:
through the MC simulations. Whereas the more15

conservative percentage of uncertainty (total uncertainty) ranges from 15.8 to 52.9 %, depending on the metric and the sub-

reach, the less conservative percentage of uncertainty (95 % uncertainty) still ranges from 3.5 to 43.4 %. These results highlight

the potentially high impact that SV-error
::
SV

:::::
error can have on variability of surficial measurements and consequently on their

uncertainty.

When applying the more conservative threshold of significance (50 % of total uncertainty; cf part 3.4.3), it appears that20

only one surficial change has to be considered unsignificant
::::::::::::
non-significant

:
(eroded/deposited surface in sub-reach 1; Fig.

7c). However, the latter can be considered significant when applying the less conservative threshold of significance (Fig. 7b),

because its uncertainty does not reach the 50 % threshold. Whilst this contrast may call into question whether or not the

presence of outliers should be taken into account, visual comparison of specific situations may help unravelling this issue. As

illustrated in Fig. 8, only subtle areal and shape differences may be observed between an inlier and an outlier, the latter likely25

representing a geomorphologically plausible situation. When using MC simulations in this context, we thus strongly suggest

checking how outliers look like
::::::::
inspecting

::::::
outliers

:
and not systematically rejecting them.

:::::
When

:::
the

:::::::::::::::
geomorphological

:::::::::
plausibility

::
of

:::::::
outliers

::
is

::::::::
doubtful,

::
we

::::::::::
recommend

:::::
using

:::
the

::::
total

:::::::::
percentage

::
of
::::::::::
uncertainty.

:

Our results partly validate the third hypothesis: the uncertainty of surficial changes depends on their magnitude, but also

possibly on their respective shapes. A contrasted pattern of uncertainty is observed between the sub-reaches 2 and 4 versus30

sub-reaches 1 and 3. Whereas the former seemingly display uncertainties solely related to the magnitude of changes (i.e
:
.,
:
higher

uncertainties for lower surficial changes), the latter don’t (i.e.,
:
in some cases, higher uncertainties for higher surficial changes;

see part 4.3; Fig. 7). It is the case for instance in sub-reach 3, which displays a higher total uncertainty for the eroded surface

9



than for the eroded then deposited surface. Yet, as sub-reaches 1 and 3 displays
::::::
display the most complex geomorphological

shapes and channel evolution compared to sub-reaches 2 and 4 (Fig. 2b), we suggest that uncertainty of surficial measurements

might also be strongly influenced by channel morphology and its evolution through time.

5.2 Methodological guidelines and potential applications

In order to improve the generalisation of tools documenting fluvial planform changes and facilitate the implementation of5

our new methodological framework, we can summarise the complete workflow as follows (see Fig. 9 for more details): (1)

interpolate the SV-error
:::
SV

::::
error

:
on the study area (as recommended in Lea and Legleiter, 2016), (2) calibrate a normal

distribution around nodes to randomly translate these (see Appendix B for more details), (3) choose a significance threshold

and visually check the outliers to eventually (4) assess the significance of the measured surficial planform changes. The key

step (2) is achieved via MC simulation, which is well-known for its simplicity, reliability and transferability (Brown and Duh,10

2004; Openshaw et al., 1991). Simulation outputs allow assessing both the total and the 95 % uncertainties (Fig. 9).

We suggest a few practical recommendations when applying the proposed methodological framework. If orthophotos are

employed, we strongly advise using an independent set of GCPs for coregistrationand
:
, bearing in mind that orthophotos are

affected by a significant SV-error
::
SV

:::::
error (see 5.1). As for GCPs, their amount must be high enough and their distribution over

the entire study area as homogeneous as possible. As pointed out by Hughes et al. (2006), a location of these GCPs close to the15

river system is highly beneficial. As for the 50 % significance threshold, we recommend applying it on the total uncertainty,

as outliers might represent geomorphologically plausible situations (Fig. 8). Nevertheless, the few outliers (Fig. 6) should still

be treated in an empirical manner by visually determining if they should be rejected or not. Further work is required in a

::
the

:
near future to deal with this issue in a more automatic way. More generally, when studying historical lateral migration of

mid-sized rivers (active channel width <30 m) and/or low magnitude changes (<1 m²/m/y) with the channel polygon method,20

we emphasise on the systematic need of assessing both SV-error
::
for

::::::::
assessing

::::
both

:::
SV

:::::
error

:
and uncertainty, as some of the

measured changes might be unsignificant
::::::::::::
non-significant

:
(see 5.1).

This study, though focusing on short sub-reaches of a mid-sized (∼20 m), meandering (single-thread) channel using specific

remotely-sensed
:::::::
remotely

::::::
sensed data over a short timescale (archival orthophotos), has a strong potential for transferability.

Firstly, we assume that our methodological framework could be applied to any fluvial system, regardless of its size. Secondly,25

we likewise argue that it could be relatively easily extended onto an entire river reach by increasing the sub-reach database

and/or onto a longer temporal scale by increasing the historical river channel database (Fig. 9). As for the size/length of

the sub-reaches, we recommend adapting it according to the complexity of the planform changes and/or the channel pattern

(e.g.,
:
anastomosing and anabranching channel patterns). As for the river channel database, other remotely-sensed

:::::::
remotely

:::::
sensed

:
data, such as co-registered aerial photographs and satellite imagery, or traditional planimetric data (maps) can be easily30

integrated as well. Thirdly, transferring this framework to other channel patterns represents a promising future research topic.

In contrast to the centreline approach (e.g., Lea and Legleiter, 2016), the channel polygon method would actually suit the study

of lateral mobility of multi-threaded channels (including anastomosing rivers which usually are characterised by a low lateral

mobility), with a robust assessment of the SV-error
:::
SV

::::
error. Unlike this present study where planimetric changes associated

10



to erosion/deposition are negligible, we might expect a higher proportion of these changes in this kind of fluvial setting.

Overall, long-term landscape reconstruction studies could also largely benefit from the methodology we proposes
::::::
propose. In

particular, works combining multiple diachronic spatial sources (e.g.
:
,
:
old aerial photographs, historical and cadaster maps,

satellite images) should draw particular attention because of the possible propagation of uncertainty in the assessment of

landscape changes.5

We conclude by stating that this study offers promising research prospects. Firstly, a key outcome is the ability of MC

simulations to actually detect low-magnitude planform changes in mid-sized river channels. This positive achievement thus

overcomes the main difficulty related to the use of classic planimetric methods in such settings (Piégay et al., 2005), as re-

cently highlighted by Lauer et al. (2017), who failed to detect noticeable changes in mid-sized active channels (width<25

m). Secondly, as for river restoration, our methodological framework should help constructing robust scenarios of future river10

management, especially those based on past planform changes (e.g., Marçal et al., 2017). Thirdly, significance assessment

of planform changes can strengthen the studies using surfaces of active channel as input for sediment budgeting (Wheaton

et al., 2009). Finally, whilst this study, together with Lea and Legleiter (2016) and Donovan et al. (2019), draws a specific

attention the SV-error
:::
SV

::::
error

:
and, more globally, uncertainties in planimetric studies in a wide range of fluvial settings, the

proposed propagation of geometric error via MC simulations could be extended to other geomorphological contexts where15

surface extraction from remotely-sensed
:::::::
remotely

::::::
sensed data is involved.
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Appendix A: Monte-Carlo
:::::
Monte

:::::
Carlo

:
simulation results for every sub-reach.
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Appendix B: Detailed workflow of the Monte-Carlo translation process used in this study.
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Figure 1. Illustration of the lateral migration metric used (a) by Lea and Legleiter (2016) and Donovan et al. (2019) and (b) in this study.

19



Figure 2. (a) Study area. Localisation of the four sub-reaches in the lowermost Bruche course. Red and yellow crosses indicates the position

of the independent set of GCPs used to assess the SV-error
::

SV
::::
error over the study area. (b) Planimetric evolution of each sub-reach from

1950 to 1964 based on the two orthophotos.
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Figure 3.
:::::::
Workflow

::
of

:::
the

:::::
Monte

::::
Carlo

:::::::::
translation

:::::
process

::::
used

::
in
::::

this
::::
study.

:::
(a)

:::::::::::
Measurements

::
of

::::::
channel

:::::::
changes

:::
after

:::::::::
translation.

:::
(b)

::::::::
Translation

:::::::::
parameters

::::
(error

::::::
values

:::
and

::::::::
directions).

:::
(c)

:::::::::
Illustration

::
of

:::::::
resulting

:::::::
boundary

:::::::::
simulations

::::
with

:::
and

::::::
without

::::::::
constraint

::
of

:::
the

::::::
shifting

:::::::
direction.
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Figure 4. SV-error
::
SV

::::
error interpolation between GCPs from local RSEs, by IDW method. Year 1950. (a) Error in x. (b) Error in y. (c) Total

error.
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Figure 5. Mean total SV-error
::
SV

::::
error

:
for each sub-reach, on both dates.
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Figure 6. Measurements of eroded surface in sub-reach 1, through 1000 MC simulations. Gray horizontal line corresponds to the mean value.
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Figure 7.
:
(a) Mean surficial changes normalised by the length of each sub-reach. Error bars correspond to the 95 % confidence interval. (b)

95 % uncertainty percentage (without outliers).
:
(c) Total uncertainty percentage (with outliers). The red dashed line corresponds to the 50 %

proposed threshold.
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Figure 8. Example of translated channels for sub-reach 1, resulting from two different MC runs. Distinction between an (a) inlier and an (b)

outlier according to the simulated deposited surface. Background corresponds to the 1964 orthophoto.
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Figure 9. Detailed flow chart of the methodology applied in this study, allowing to assess uncertainty of eroded and/or deposited surfaces

using SV-error
::
SV

::::
error.
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