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General response 10 

We thank the reviewers for the constructive and insightful comments. We found the reviews very 

helpful in improving the manuscripts clarity, for adjusting the focus and in increasing the overall quality. 

We did prepare a revised version of the manuscript implementing the changes outlined in the author 

responses to reviewer comments 1 and 2. For the detailed point-by-point response please see the 

author comments in the responses to the reviewer comments below. There we addressed all main 15 

points raised by the reviewers and their more specific in-line comments. 

Minor changes made in addition to reviewer’s requests 
Former Table 2/now Table A1: Concentrations of samples EW-01-4, -5, -6 were previously incorrectly 

reported, which we have corrected. 20 

Former Fig. 7 becomes the new Fig.3 to better illustrate morphology of the Eiger mountain. 
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Response to reviewer comment 1 (RC1): 
David Mair1, Alessandro Lechmann1, Romain Delunel1, Serdar Yeşilyurt1,4, Dmitry Tikhomirov1,2, 
Christof Vockenhuber3, Marcus Christl3, Naki Akçar1, and Fritz Schlunegger1 
 

1Institute of Geological Sciences, University of Bern, Bern, 3012, Switzerland 5 
2Department of Geography, University of Zurich, Zurich, 8057, Switzerland 
3Laboratory of Ion Beam Physics, ETH Zurich, Zurich, 8093, Switzerland 
4Department of Geography, Ankara University, Ankara, 06100, Turkey  
  

Correspondence to: David Mair (david.mair@geo.unibe.ch) 10 

General response 
We thank the anonymous Referee for the constructive, insightful and detailed comments, which we 

consider very helpful to increase the quality and focus of the manuscript. The reviewer raises 6 major 

points, which we will address in the same order: 

  15 

1) The manuscript is poorly structured. The authors use a range of unclear terms such as headwall, 

flank, side, footwall, foothill that make it difficult to understand the text. […]  

We restructure the paper following the reviewer’s recommendation. The major changes include a 

better-structured and more detailed introduction of the topic. This also includes a more careful use of 

the terms the reviewer has outlined. We thus will change, update and improve the terminology 20 

following the reviewer’s recommendations (see also line by line responses). 

[…] The introduction section lacks of clear objectives or aims of the study. […] 

We acknowledge that the aims of the study needed a clarification, which we will be done in the revised 

manuscript (please see lines 62 to 68). 

 […] This section is mixed with results. […] 25 

We change this particular paragraph of the introduction, and we make sure not include any results so 

that introduction, methods, results and discussion are now better separated from each other, which 

admittedly increases the transparency. 

[…] The glacial history of the Eiger is missing in the study site section, however, glacial history is 

necessary to understand the maximum age of CN samples and the time scales that are integrated in 30 

the denudation rates. […] 
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This is improved. We expand the introduction to include the glacial history (line 74 ff.). 

[…] The method section is incomplete and lacks of conducted geotechnical measurements. The 

reconstructed temperature time series is difficult to understand and used input parameters are 

insufficiently introduced. 35 

We update the method section accordingly and introduce the input parameters more carefully . We 

also clarify and justify the selection of the time series of temperature data that we employ in our paper, 

which will additionally be featured in the new Fig. 2. 

Unfortunately, no geotechnical measurements are available for the sample sites due to the poor 

accessibility of the sites. The Eiger north face is too steep to be accessible for non-professional 40 

alpinists; therefore, it was not possible to collect bedrock samples and to conduct geotechnical 

analyses on them. However, geotechnical parameters would rather quantify the short-term bedrock 

conditions and thus be only of limited use for our understanding of the long-term average denudation 

pattern.  

2) This paper uses five denudation rates, one derived from a new10Be measurement (EW-1) and four 45 

already published in a previous study (Mair et al.,2019). The one measurement, the method and the 

results are described in very detail, however, the resulting denudation rate is very similar to already 

published EW-2, which is only located 41 m above EW-1. Rock temperature is adapted by altitudinal 

temperature lapse rates and the close altitudinal location of EW-1 and EW-2 results in the use of the 

same frost cracking model. The title and the objectives suggest that frost cracking is the main topic of 50 

this paper, however, more than half of the length of this paper focuses on one 10Be sample that at the 

end produce similar results that the previous study.  I recommend to omit this sample and the 

cosmogenic nuclide technique from the method and result sections and just use your published data 

from Mair et al. (2019) for your analysis of frost cracking results.  This would significantly reduce the 

manuscript length and the author can address comments 3 and 4 in more detail. 55 

We note here, that the 10Be-based denudation rate estimates is based on one depth profile that 

includes the 10Be concentrations from 5 samples and not from one alone as inferred above. The decay 

of the 10Be concentrations with depth thus records a long-term memory of exposure and denudation, 

which makes this methodology very powerful (please see also Mair et al., 2019). However, we 

acknowledge that the part of the paper where we describe the application of the cosmogenic nuclide 60 

technique is too long for the manuscript. Contrastingly, available space is too limited to fully describe 

the method, as reviewer 2 points out (see also response to RC2). Therefore, we follow the reviewer’s 
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recommendation and shift the methodological description and results of the 10Be analysis from the 

main manuscript to the new Appendix A. We see this as the best compromise because we think that 

the measured data should be available to the reader and the public. We seize this opportunity to clarify 65 

and expand the methods part where we fully describe the way of how we use the cosmogenic nuclide 

technology (as suggested by reviewer 2; see also Response to RC2). 

3) The authors reconstructed a rock temperature series based on rock temperature logger data by 

Gruber et al. (2004) and PERMOS data from the years 2001-2014. The authors should produce a 

figure showing the original data and the generated time series they use as input data. They use only 7 70 

complete years from the data to generate the time series for their sample locations. Which years are 

used are unknown and it remains unknown how representative the time series is. […] 

We acknowledge the need for a more detailed description of the temperature dataset that we use in 

this paper. We design a new plot (new Fig. 2) where we illustrate the temperature data that we use to 

estimate the temperature quantities and the resulting input curves for the frost cracking modelling. We 75 

further clarify the source and the nature of the data (e.g., years for which data is available) more 

carefully along with a better justification. All information is there, and we acknowledge that we could 

have done a better job explaining the material that we use for our paper. 

[…] The rock temperature data could be compared to a longer air temperature time series. There will 

be a thermal offset, however, this offset should be similar for all the years. Furthermore, the authors 80 

shift the temperature data to back to LIA and Medieval climatic optimum based on published 

temperature offsets. This can be suited for EW-3 and EM-samples, however, EW-2 is exposed to 

atmospheric conditions more than 1.73 ± 0.26 ky (Mair et al., 2019). […]  

We are not aware of air temperature data for the studied sites, therefore suitable records would be 

close-by weather stations. However, we refrain from comparing temperature data with such records 85 

since we expect a strong influence of local microclimatic conditions, on rock temperatures (Noetzli et 

al., 2019). Therefore, we consider such a comparison not helpful for understanding the local 

temperature regime. Nevertheless, we compare temperature offsets with the climate conditions during 

the Roman warm period and during the migration period when paleoclimate was cooler. This is based 

on a different record (Büntgen et al., 2011), which we use to enclose the exposure of EW-02. 90 

[…] Differences in temperatures between logger locations are explained by an insolation model and 

there is no information how this model is derived in the entire manuscript. 
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We describe, along with references, the maximum insolation GIS tool that we employ to estimate the 

maximum annual insolation in section 2. 

4) The authors used the frost cracking model by Andersen et al, 2015. They use a rock porosity of 2 % 95 

and provide no basis why they use this value. […]   

We use a rock porosity value of 2% for the local limestone because it is in excellent agreement with the 

porosity of 1.8 ± 0.5 that we measured for a previous article (Mair et al., 2019; Supplementary Notes 

S4) and because it is the default value of Andersen et al. (2015), therefore allowing a better 

comparison to other studies. We clarify this point in the revised manuscript. 100 

[…] The model requires more than 15 more variables such as flow restrictions, conductivities, heat 

capacities and so on that are not introduced in the method section. Therefore, it is impossible to 

understand the model set up. […] 

We introduce the variables of the model in the method section. However, we refrain from discussing all 

of them in detail, as this would be a repetition of the work of Andersen et al. (2015). 105 

[…] There are different limestones at Eiger, which could results in differences of variables such as 

conductivities of rock. Different conductivities can result in different model results. The authors should 

test the sensitivity of their model in terms of their chosen input parameters. In addition, they use a fixed 

frost cracking window (FCW) of -8 to -3_C. Andersen et al. (2015) already demonstrated the 

consequences of different FCWs in their study and the authors should address this in the discussion. 110 

[…] 

We update our paper accordingly and complement our results with model runs for different 

conductivities and different FCWs, and we discuss how the results depend on the selection of the input 

parameters. 

[…] FCWs are lithology and strength dependent which is currently reflected by the model by Rempel et 115 

al. (2016) and the lab study by Draebing and Krautblatter (2019). […] 

We use the most commonly referenced approach due to a lack of empirical data for our setting. 

Andersen et al. (2015) already evaluated different windows for their model and find similar patterns of 

FCI intensity in response to different MAT windows. They found that despite differences in the absolute 

FCI values the relative pattern remains the same. Thus, we expect a similar behaviour for our setting 120 

(see also comment above). Nevertheless, we test the effects of different FCW in additional model runs 

and evaluate potential effects for our setting. We have will thus update our paper accordingly. 

[…] In addition, the model assumes water availability in rock when temperatures are above 0°C. […] 
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We address this point by clearly stating the model assumption in the method section and by discussing 

potential effects in the discussion section. However, we note that the main reason for the assumption is 125 

that water availability is governed by the thermal conditions, where the thermal gradient has to be 

positive. Temperatures do not necessarily need to exceed 0°C; a reservoir for liquid water, however, is 

required (see also related in-line responses). 

[…] The length of rock the water needs to travel to the freezing front is penalized following Anderson et 

al. (2013). The authors should discuss the penalization thus water flow can be increased by fractures 130 

and therefore increase the FCI. […] 

We provide now an expanded discussion on these mechanisms within the method section and discuss 

its potential effects in the discussion section.  

[…] The assumption of water availability decreases frost cracking in permafrost, which is the major 

argument of the authors for the difference in the denudation rates between North and South and upper 135 

and lower locations. However, this assumption is contrary to the findings of Murton et al. (2006) that 

find higher frost cracking in permafrost due to water release of the active layer during thawing and 

refreezing of water at the permafrost table. Physical frost cracking models by Walder and Hallet (1985) 

and Rempel et al. (2016) would show contrary results thus these models integrate mechanical 

parameters such as ice pressure and rock strength. The authors should be more careful in their 140 

discussion and discuss the influence of model assumptions on their results. […]   

We recognize that there is a misconception of one of our main arguments here. We infer that 

permafrost might reduce water availability from below for the scenario where (i) the surface is frozen, 

(ii) no significant thawing occurs at the permafrost table and (iii) no regolith reservoir for water is 

present (Andersen et al. 2015). In these scenarios water would need to reach the freezing front from 145 

below, which would limit the permafrost conditions (Andersen et al. 2015), while in general permafrost 

occurrence would promote the occurrence of cracking, as the reviewer points out. We acknowledge 

that this argument needs a clarification, which we present through expanding the method section to 

better document, and justify the model’s assumptions and through amending the discussion section to 

reflect these issues (see also corresponding in-line responses). 150 

5-6) The denudation rates reflect different time scales ranging from 0.29 ± 0.05 to 1.73 ± 0.26 ky (Mair 

et al., 2019). These are quite large differences where climatic conditions and therefore frost cracking 

will change. The scaling issue is not addressed at all by the authors. […] 
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We seize the opportunity to address this point more clearly in the method and discussion sections. We 

do find comparatively little change in climatic conditions throughout the last millennium in near 155 

sedimentary records. We add additional temperature data set for the Roman climatic optimum 

conditions from Büntgen et al. (2011). These data indicate that the temperature changes over time are 

smaller than between the studied sites. 

[…] Other studies observed a paraglacial adjustment of rockwalls and increased denudation rates 

directly after deglaciation or with a response time up to millennia after deglaciation (Grämiger et al., 160 

2017).  

Different glacial history between North and South rockwall could result in differential paraglacial 

adjustment between North and South rockwall and different denudation rates. […]   

Following the works cited in the manuscript, it is reasonable to assume that in the NW the last 

glaciation occurred during the alpine LGM, while in the SE the rock faces were covered by ice during 165 

the Younger Dryas. Our denudation rates, however, are valid for times < 2 ka and thus for a shorter 

period. Therefore, the time in-between is most likely too long (> 9 kyr) for a paraglacial adjustment to 

be considered. The numerical models and field evidence predict that the main damages of rock faces 

occurred during deglaciation (Grämiger et al., 2017). Furthermore, the response time of stress release 

through sheeting depends to the rock quality (McColl 2012). In highly fractured rock, as is case for the 170 

limestone at Mt Eiger, stress release should occur shortly after or during the deglaciation (McColl 

2012). Finally, the likeliness of sheeting joints to form also depends on the pre-existing fracture density, 

where a high fracture density (as is the case at Mt. Eiger) accommodates stresses during glaciation 

and deglaciation quite fast, which therefore hinders sheeting joints to form (McColl 2012). However, a 

reconfiguration of paraglacial stress might have been an important factor during the deglaciation and 175 

sometime thereafter. Thus, we follow the reviewer’s recommendations and add the corresponding 

argument to the discussion section. 

[…] The authors also use the APIM model to analyze the effect of permafrost. The APIM models 

permafrost on a regional scale of the European Alps and logger data used by the authors in this study 

demonstrate that the APIM model fails to model permafrost distribution on the South rockwall. Model 180 

results from APIM cannot be used on smaller scale and the use is contradictive to the logger data due 

to scale issues. In addition the APIM suggest a current permafrost distribution (for a period around 

2012) due to the used data input (logger data and rock glacier inventories) and provide no insights into 

past permafrost distribution. […]   
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We concede that the APIM model resolution is not high enough to reliably predict the occurrence of 185 

permafrost. We therefore eliminate the corresponding sentences from the manuscript. Instead, we 

discuss possible permafrost occurrence on the basis of the temperature data that we use in our paper 

[…] In summary, the authors focus too much on frost weathering, discuss a bit thermal stresses and 

permafrost, however, completely ignore alternative explanation of the observed denudation rates. 

McColl and Draebing (2019) recently reviewed rock slope adjustment and describe how paraglacial 190 

processes, permafrost and weathering processes jointly influence rock slope stability. Therefore, I 

recommend to discuss the denudation rates more openly and not only focused on frost weathering. […] 

We follow the reviewer’s recommendation and restructure the discussion accordingly. We now discuss 

the potential influence of alternative paraglacial processes on the local denudation rates. 

 195 
Line by line responses 
2: What are headwalls? Steep rockwalls or rockslopes? You use rockwall, headwall, face, flank and 
side. I recommend to stick to a clear geomorphic term such as rockwall or rockslope. 
We now use ‘rockwall’ instead of ‘headwall’ and ‘flank’, and we use ‘face’ instead of ‘side’ for clarity. 
9: Maybe use headwalls to clarify it. 200 
Done. 
10: Rockfalls are preconditioned by fractures which can be also from tectonic origin. Thermo-cryogenic 
processes prepare and can also trigger rockfalls (cf. McColl, 2012 and McColl and Draebing, 2017). 
We rephrase the text; the point is now clarified in the introduction. 
11: What controls and conditions do you mean? Controls by fractures and influence by thermo-205 
cryogenic processes. Please clarify. 
Clarified. 
12: What you mean with debated? What are the positions of this debate? 
Poorly phrased, now improved to better explain the original idea. 
12: What do you mean with new? You present results from your measurements and compare them to 210 
published denudation rates? 
“new and published” removed to better comply with the new structure of the manuscript. 
13: reconstructed temperature conditions 
 Suggestion is followed. 
15: Suggestion is followed. 215 
16: I never heard the term footwall before. Better use "foot of the rockslope or rockwall". 
Corrected 
19: Better use the term rockslope, rockwall or rock face. Otherwise, what is the difference between a 
flank and a face? 
Recommendation followed to avoid unclear terminology. 220 
19: "and resulting" 
Implemented. 
34: Hallet et al. tested Berea Sandstone and Murton et al. Tuffeau Limestone which are both abundant 
in the Arctic or South UK and possess porosities between 20 and 40% which are not existing 
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rockwalls. Better cite Draebing & Krautblatter (2019) who tested recently frost cracking on samples 225 
from Alpine rockwalls or Murton et al. (2016) which used Wetterstein Limestone. 
We follow the suggestion and cite both publications now. 
38: Have a look at Draebing & Krautblatter (2019). They compared the efficacy of volumetric expansion 
and ice segregation. 
This work is now referenced and its findings are presented in the introduction. 230 
39: These studies by Matsuoka refer more to volumetric expansion. 
True, not cited at this point any more. 
40: The efficacy of which processes? Thermal processes are higher near the surface when diurnal 
temperature variations are occuring (cf. Collins & Stock, 2016 or Draebing et al., 2017) and propagate 
to greater rock depth when they occur seasonally (cf. Gischig et al. 2011 a, b). 235 
I would suggest to refer to frost cracking processes only and they are governed by diurnal processes 
for volumetric expansion (Cf. Matsuoka, 2008) and seasonal for ice segregation (Anderson, 1998) and 
temperature gradients. 
We follow the reviewer’s suggestion and adapt the statements to be more precise. 
45: Draebing and Krautblatter (2019) simulated the influence of water in their ice segregation tests and 240 
show how water is driven to a frozen crack. 
Suggested work is now referenced at this point. 
47: also Draebing and Krautblatter (2019) 
Now referenced. 
52: also Draebing and Krautblatter (2019) 245 
Now referenced. 
64: microclimatic conditions. 
Changed. 
64: Try to keep terms for rockwall small. You use rockwall, face, flank and side. I recommend to stick to 
a clear geomorphic term such as rockwall or rockslope. 250 
We follow the recommendation (see also response to major points). 
65: This section presents results. In the end of the introduction you should present the aims of your 
study. Please clarify what you are doing without presenting results. 
You could write: Our study aims 1) to quantify rockwall denudation in different rockwall locations 
experiencing differnt climatic conditions using CN, 2) model frost cracking and 3) compare denudation 255 
rates with potential preparing and triggering factors.  
Or something similar. Than it is clear what you will present in this manuscript. 
We rewrite the paragraph accordingly. 
65: What is a foothill? You mean foot of the rockslope or rockwall? I am not sure that you took samples 
at the foot of the rockwall. These location I would expect in Interlaken not at 2500 m altitude. I 260 
recommend to rename the location and define the term before you use it to clarify it for the reader. 
We follow the recommendation (see corresponding comments above). 
67: Contains results. 
Rewritten (see comment above). 
75: Can you present the glacial history of the Eiger. This is necessary to understand if there is a glacial 265 
history at your sampling location. Have they been covered by ice? Since when the locations are ice-
free? In addition, a glacial history is necessary to understand potential paraglacial processes (cf. 
McColl 2012 or McColl and Draebing, 2019). 
We follow the suggestion and briefly discuss the glacial history at this point. 
76: strikethrough 270 
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Changed. 
76: Oversteepened by what? Glacier erosion? 
Changed to steep. 
78: Can you be more quantitative and calculate a slope angle range based on your DEM. 
We expand on this issue and now provide slope distributions in Fig. 1b. The results are now  275 
incorporated in the text. 
79: Please be more quantitative and provide a slope angle or slope angle range. 
We follow the recommendation (see also previous comment). 
80: what are "active glaciers". Depending on definition glaciers need to have moving ice to be glaciers. 
Do you mean by small "cirque glaciers"? Be more precise. 280 
Clarified. 
82: five but four are identical with this study. 
Five were sampled, but only four could be interpreted. This is now clarified. 
93: Nice way to say it. In other words you add one 10Be profile to your already published results. You 
can shorten this section significantly. 285 
We shorten this section by moving some information to the new Appendix and by streamlining the 
remaining text. 
101: How do you know this? If there are small rock ledges a significant snow cover can accumulate (cf. 
Haberkorn et al. 2015 or Draebing et al. 2017a). 
There is a misconception – ‘snow cover significant for TCN analysis’ was the intended statement. As 290 
we shorten the text, we remove the misleading statement. 
106: Fig. 2 shows that EW-2 and EW-3 are located in rockwalls where the model shows. permafrost  in 
nearly all conditions. However, there is no difference to EM1 and EM2. There is maybe a very slight 
decrease in permafrost probability but this difference is too low to come to the conclusion that the 
rockwall is "less likely" affected by permafrost. The aim of the APIM is to model permafrost on a 295 
regional scale (European Alps). It provides the probability of permafrost and should not be over-
interpreted on mountain scale. The resolution is pretty coarse. If high-resolution models are available 
such as Noetzli et al., (2007), you can draw conclusion on differences in permafrost distribution but you 
cannot do this based on a coarse regional permafrost model which only provides very slight differences 
between your measurement locations. 300 
You should focus on the PERMOS data and interpret the MAT in your results. Positive MAT at EM-
sampling sites indicate non-permafrost conditions, however, the regional model by Boeckli et al. (2012) 
shows permafrost occurrence in arrange somewhere between nearly and mostly cold conditions. The 
APIM contradicts the temperature data and I would suggest to omit the model and focus on the 
PEMOS data thus the model is not accurate enough for your scale. 305 
We concede that the results of the APIM model should not be interpreted in this context. Thus, we 
follow the recommendation and focus now on the PERMOS data. We seize this opportunity to display 
the reconstructed MAT data in new Fig. 2 (see also response to major point 3). 
109: Thes are results of this study. You should move the data to the result section, describe the 
mapping approach in the method section and compare it with the general geological data (all 310 
references incl. Mair et al. 2018) in the discussuion section. 
We follow the recommendation. 
113: therein 
Changed. 
130: Be more precise and include a subsection on your mapping approach. Describe also how you 315 
analyse your data, which software you use to produce the stereonets. 
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We follow the recommendation and provide the requested information in the new section 3.1.  
191: You mean you need a time series of rock temperature data to run your model. You use data from 
Permos (2019) which is based on loggers installed oirginally by Gruber et al. (2004b). Please rephrase 
and simplify your text. 320 
Simplified. 
203: Which years you used? Be more precise. Can you please add the data to this paper in form of a 
figure. Please highlight the logger locations in Figure 1. 
We display the used temperature data now in new Fig. 2. and provide the complete data series in the 
supplement. 325 
206: Why this lapse rate? Is the PERMOS data supporting this lapse rate? 
We provide references for this lapse rate in the revised manuscript. The PERMOS data allow no 
estimation of a lapse rate due to the differences in the microclimatic conditions between NW and SE 
rockwall. 
207: Can You provide a figure of your modelled rock surface temperature that you used as input for 330 
your frost cracking. Please clarify which years are the basis of these modelled rock surface 
temperature data. Do you omit extreme warm years such as 2003? 
We provide the data series in the supplement and display the years we have considered and the 
modelled temperature curve that we have used in new Fig. 2. 
214: You assume that there is no response time between climatic warming of air temperature and rock 335 
surface temperature. This is a fair assumption but you should highlight it. 
Highlighted. 
217: This model is not a mechanistic model. It incorporates no information on rock properties such as 
the model of Walder and Hallet (1985). Better use numerical model. 
Changed. 340 
219: Please simplify the sentence. 
Simplified. 
224: This is highly questionable and a pure assumption. The model by Walder and Hallet (1985) shows 
that the frost cracking window depends on lithology. A recent study by Draebing and Krautblatter 
(2019) show that there can be significant differences. You should highlight that this is an assumption 345 
based on current knowledge and other studies exist which show alternative frost cracking windows. 
We thank for the comment and follow the recommendation. 
229: This penalty function is suggested by Anderson et al. (2013) and there is no data supporting it. 
Please highlight that this is an assumption due to lack of available studies that could provide data. 
We follow the recommendation. 350 
232: Why 2 %? Do you have rock property data that confirm this range. By using your model you 
assume that heat transport only occurs by conduction, that no fractures are in your rockwalls which 
produce anisotropy and are preferred path of water and advective heat transport. Please add these 
assumptions. 
We now reference porosity calculations from density measurements to support the inferred value of 355 
2%, and we discuss the mentioned assumptions now in the text. 
257: strikethrough 
Changed. 
336: Why is this so? Can there be a paraglacial signal such as sheeting joints (cf. McColl 2012) or can 
you exclude these? 360 
Indeed, we now discuss this possibility. We consider sheeting joints in response to deglaciation as 
unlikely to explain the differences in the denudation pattern because: 1) Suitable rockwall parallel joints 
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are only present in the NW (C2; former Fig. 5), where they show a spacing of m to tens of meters. 2) 
The last possible glaciation was the LGM deglaciation period in the NW and the Younger Dryas in the 
SW, which would imply a response time for sheeting joints to form of 9 ka or more. 3) Furthermore, the 365 
response time of stress release through sheeting is related to the rock quality (McColl 2012). In highly 
fractured rock, as is the case for the limestone at Mt. Eiger, stress release should occur shortly after or 
during the deglaciation (McColl 2012). The general likeliness of sheeting joints to form also depends on 
the pre-existing fracture density, where a high fracture density (as is the case at Mt. Eiger) better 
accommodates stresses during glaciation and deglaciation, which in turn hinders sheeting joints to 370 
form (McColl 2012). However, reconfiguration of paraglacial stress might have been an important 
factor during the deglaciation and sometime thereafter. 
365: Same scaling problem mentioned above. You should stick to the PERMOS and Gruber data and 
omit a regional model that is too coarse to show actual permafrost. In addition, the model by Boeckli et 
al. (2012) is based on current temperature conditions and give no indications if there was permafrost in 375 
the past at the Eiger. 
We follow the recommendation and change the sentence accordingly (see response to related 
comment above). 
369: That's true, however, Murton et al. (2006) demonstrated an increase frost cracking due to 
permafrost conditions when the active-layer thaws and refreezes at the permafrost table. You cannot 380 
exclude this. […]   
We think that this point is due to a misunderstanding (smiliar to the major point 4). We do not want to 
contradict the findings of Murton et al. (2006); active layer thawing should increase water availability 
and the FCI. Permafrost might hinder water availability only during times when no thawing occurs. We 
clarify the argument to avoid confusion.  385 
[…] The frost cracking model you used a priori assumes that water is only available when rock 
temperature is positive. There is supercooled water that can exist below th freezing point and these 
assumptions are maybe wrong. 
We address this point by clearly listing all model assumptions in the method part. We change the 
corresponding sentence accordingly (see also major point 4 above). 390 
376: How you calculate this? It is not described in the method section nor are the results presented in 
the result section. 
We use the hemispherical viewshed algorithm to calculate maximum annual solar radiation in ESRIS’s 
ArcGis, which was developed by Fu and Rich (2002). We describe this now in the method section, and 
present the results briefly in the corresponding section. 395 
377: You should have a look at Draebing and Krautblatter (2019) who quantified the efficacy of frost 
cracking processes. 
We include the recent findings of Draebing and Krautblatter (2019) in the section. 
380: See also Rode et al. you cited. 
Now also referenced here. 400 
384: See Draebing and Krautblatter (2019) that quantified stresses. 
We include the recent findings of Draebing and Krautblatter (2019) in the section. 
386: SeeDraebing and Krautblatter (2019) and Walder and Hallet (1985) 
Text amended and works referenced. 
388: Why? This depends on fracture toughness, crack geometry and other lithological properties such 405 
as Walder and Hallet (1985) and more recently Rempel et al. (2016) showed. 
Changed, as this admittedly was too simplistic. We expand the literature discussion and now discuss 
the effect of different windows in our used model. 
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396: You don't have regolith cover. Omit this sentence. 
Omitted. 410 
402: The reason for lower efficacy are the assumptions of water availability only during positive rock 
temperatures. Water can also be available at negative MATs. Different models such as Walder and 
Hallet (1985) or Rempel et al. (2016) will result in different results. You should be more careful with 
your interpretation. 
We concede this argument needs a better clarification (see also responses to major point 4 and 415 
comment in line 369). We do not exclude the possibility of water being present at negative MATs as 
the model also predicts that the FCI on the NW sites increases for colder MATs (see modified former 
Fig. 6). The model assumes that a liquid water reservoir is essential for an effective ice segregation, 
which is supported by experimental findings (Walder and Hallet 1985, Matsuoka 2001; and references 
therein). The model of Rempel et al. (2016) indeed predicts different results, but employs a set of 420 
assumptions as well (e.g. cracking is directly correlated to porosity and to constant water availability at 
the lower boundary). We now discuss that different models would predict different cracking behavior. 
However, we note that the alternative models would not be able to explain the difference in denudation 
pattern.  
414: On what basis you draw this conclusion? 425 
The conclusion is based on the lack of suitable deposits in any geological maps. We clarify this now 
and refer to some maps.  
415: Why is that so? You referring to a bergsturz event (>1 M m³). 
We clarify the sentence accordingly.  
416: You can also have paraglacial stress release joints (sheeting joints) that responding to former 430 
glaciation and can have large response times (cf. Grämiger et al., 2017). 
Paraglacial stress has indeed the potential to release joints. We address this point now more 
prominent in the introduction and discussion (see response to major points 5 and 8). We modify the 
statement accordingly. 
417: What do you mean? If you shift the MAT to adapt to past climates then the mean will always be 435 
smaller than the max? Do you mean mean MAT based on current conditions? Please rephrase. 
Rephrased and clarified. 
418: That is based on the model assumptions Lower temperatures will reduce water availability. 
However, this is contrary to the findings of Murton et al. (2006) which observed increased frost 
cracking during active-layer thaw. 440 
We address this argument now clearly in the introduction, method and discussion section (see 
response to major point 4 and related in-line comments. We rephrase the sentence accordingly. 
419: You modelled these scenarios? It is missing in the method section. 
We do not model the scenarios; we use the result of the modelling study, which we reference (cf. 
CH2018). 445 
425: To which graph you are referring to? 
Changed reference to table 1, which is more appropriate. 
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General response 
We thank the anonymous Referee for the constructive comments regarding the cosmogenic nuclide 

application, which help us to improve the quality and clarity of our work significantly. We address the 

main concerns in the light of the comments by referee #1, who suggested to restructure the manuscript 

and to focus on the pre-conditions leading to rock fall processes. This is a recommendation, which we 15 

follow (see also response to reviewer comment 1; RC1). As a consequence, we move the cosmogenic 

nuclide part to the new Appendix A. This allows us to address the 2 main concerns of reviewer #2: 

1) The methodological concerns (see detailed responses below): “One concern is that there is little 

new data offered here and what is presented is close to the limits of what might be considered 

acceptable in terms of noise-to-signal. […]” We concede that the measured 10Be concentrations are 20 

low and close to the detection limit. Thus, we agree that it is essential to assess the blank correction 

(see detailed responses below). Accordingly, we present our arguments for using the long-term 

variance weighted average blank correction, for which we provide statistics on its variability (Table 1). 

However, we also provide the results of the in-batch blank measurements, which is approximately 2x 

higher than the weighted long-term average value. We concede that using the higher value for blank 25 

correction, several samples would not show acceptable signal-to-noise ratios in 3 samples, with the 

consequence that that these 10Be concentrations would not be interpretable. We discuss these points 

in Appendix A, mark the denudation rate value for EW-01 in the main manuscript as potentially non-

interpretable (due to 10Be concentrations at the detection limit), and point to the discussion in Appendix 

A. However, we think that the 10Be data is worth being reported in the Appendix; especially in the 30 
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context for understanding the challenges that are associated with the modelling of the in situ 

denudation rates in such settings (see also detailed response below). 

2) The reliance on a previous publication, as referee #2 points out: “[…] While the paper reads well, 

necessary information is often lacking to properly assess what is being done and there is too much 

reliance on a previous publication (Mair et al., 2019), which the reader is essentially forced to read if 35 

they want to understand this paper. […]”.  

The new Appendix A provides a concise summary on the denudation rate modelling. Furthermore, we 

understand that there is a need to clarify why the consideration of inherited 10Be concentrations is 

important upon modelling. We also realize that it is relevant to discuss the consideration of a model 

scenario where denudation rates are uniform (see responses below). Both aspects are provided and 40 

discussed in Appendix A. 

From here on, we will address each point individually and in the same order, as the reviewer raised 

them. 

One concern is that there is little new data offered here and what is presented is close to the limits of 

what might be considered acceptable in terms of noise-to-signal. This leads me to be unconvinced that 45 

what data is presented support the findings. I do not agree with the authors that the relative analytical 

uncertainties of 11-69% at 1 simga are small (as is claimed in Line 296), instead they are hampering a 

sound interpretation of a small set of data. 

We concede that relative uncertainties of up to 69% at 1 sigma are not small. We now discuss the 10Be 

data in more depth in the new Appendix A (see also response to related comments below). We clearly 50 

point out the limitation of the small data set and the effect of the large uncertainty. We also rewrite the 

corresponding section 5.1 to comply with the reviewer’s comments and the new structure of the entire 

paper. 

Modelling of the limited dataset is valid to try and extend the approach and investigate erosion in a 

more general sense, but the profile modelling is either missing crucial information, or is inappropriately 55 

used. The authors apply a published model (Hidy et al. 2010) that to my knowledge has been mostly 

used in order to extricate age/erosion information in situations where variable pre-exposure could be a 

concern. This has been suitable for sedimentary deposits, where samples have a pre-depositional 

exposure history (inheritance). In the case of bedrock, as sampled here, any inheritance must have 

other origins. […] 60 
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We acknowledge the need for clarification here. As the reviewer correctly points out, inheritance in 

bedrock samples could not stem from a pre-exposure history. We thus refrain from using the term 

‘inheritance’ to avoid any confusion with the concept established in the cosmogenic community and 

based on work on sediments. For bedrock profiles, we explain the occurrence of inherited nuclides with 

a history where bedrock was previously exposed, and our samples were shallow enough to start 65 

accumulating cosmogenic nuclides. A scenario, which could have achieved this, would be a mass 

wasting event that was too small to completely reset the TCN clock. Alternatively, inherited nuclides at 

depth can build up through a prolonged exposure period during which the surface has experienced a 

low denudation rate, followed by a period of higher denudation (which translates to the current 

exposure). Such scenarios would allow for the accumulation of “excess nuclides” at depth. We expand 70 

the corresponding section in Appendix A accordingly to explain these mechanisms and to clarify this 

point (see also the following 2 responses below). 

[…] I’m confused as to why the authors consider production by muons to be an inherited component in 

a study of erosion (e.g. L176). Muon production at depth as the rock erodes is not ‘previous exposure’, 

as the authors state, but part of the ongoing exposure that is being used to constrain the erosion rate. 75 

[…]  

There is a misconception here, due to previously ambiguous phrasing in the manuscript. We calculate 

muogenic production at depth in the generally accepted way (e.g., Balco et al., 2008; Hidy et al., 2010; 

Marrero et al., 2016). We use the inference that inherited nuclides would only be produced by 

muogenic production to define a boundary condition for the model (see responses below). In case 80 

where inherited nuclides are present, an initial landslide would remove some meters of bedrock, with 

the consequence that all nuclides from spallogenic production would have mostly been removed. If the 

rockfall was much larger and removed several tens of meters of bedrock, then nuclides from muogenic 

production could also have been removed. For the alternative scenario of a prolonged exposure (see 

previous response above), the jump to higher denudation rates would result in a situation where near-85 

surface bedrock with nuclides from spallation would be removed after the shift towards high denudation 

rates. Thus, we can use the site-specific muon attenuation length as parameter to model the 

contribution of inherited 10Be in samples collected at greater depth, and we can compare these 

concentrations with those from surface samples. We elaborate a corresponding statement in Appendix 

A together with the underlying assumption and a justification thereof. 90 
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[…] Assuming inheritance values equivocal to the concentration of the surface sample and relating this 

to muons (L168 and L180) would seem to suppose a large enough landslide occurred to entirely 

remove the spallogenic component. This, however, would go against what is claimed on L305, that the 

‘inheritance’ is too large to support the notion of a deep landslide, and instead they mention multiple 

dm thick rockfall events (see also below on this point). […] 95 

The statement in question describes the boundary conditions for the model setup. We consider an 

uppermost limit in our model where in the surface sample the inherited nuclides make up 100% of the 

total TCN concentration. This would correspond to a large and recent rockfall event, and the 

contribution of inheritance with depth should then follow the muon attenuation curve. This is the case 

because until the rockfall event, the rocks would have resided at depths where only muogenic 100 

production occurs (see also previous response). We rephrased the mentioned passages for 

clarification purposes. 

[…] On L300 it is mentioned that the inherited component likely comes from greater exposure at depth, 

before the current exposure period. Unless the authors are arguing for some kind of intervening burial, 

which I’m pretty sure is not the case, these would not be different periods of exposure, but one period 105 

perhaps separated by a hiatus (i.e. non-steady-state erosion). […] 

The reviewer raises a point here which we have not carefully addressed yet, but which we will do in the 

revised manuscript. The inherited nuclides could potentially stem from a rock fall event prior to the 

current exposure history, or from a change in the denudation rate (see previous responses). The latter 

would correspond to the scenario in discussion here. However, it would represent a shift from a 110 

mechanism where continuous erosion occurs first at low rates and then at higher rates. We clarify the 

statement in question in the revised manuscript 

[…] If non-steady-state erosion is the case it would go against a model that tries to fit a smooth 

production profile with depth; though erosion via stochastic mass wasting would arguably better explain 

why there is difficulty fitting a smooth profile through the data than some notion of inheritance.  115 

The reviewer touches a point, which we will certainly consider. One assumption of the model is that 

erosion occurs in a uniform and steady way (Lal, 1991; Hidy et al., 2010). We have to assume that 

small-scale stochastic erosion events over a very short timescale (< 1 yr) could correspond to a 

continuous erosional mechanism if longer time scales are considered (> 10 yr). The validity of this 

assumption can to some extend be tested by comparing the modelling results with the 10Be 120 

concentrations in the depth profile, where reasonably low reduced chi square values can be interpreted 
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as indication of a smooth profile. However, we adapt the text in Appendix A to explicitly state and 

discuss these assumptions. 

[…] Perhaps I’m missing something fundamental here but if so the authors need to do a better job of 

explaining why they are including inheritance in the first place, and then why they are relating it to 125 

muogenic production. 

We seize the opportunity to expand on the cosmogenic nuclide method part in the Appendix to clarify 

the unclear points raised by the reviewer (see responses above). 

The authors claim dm sized rockfall erosion. I suspect with dm size erosion events one could sample a 

metre or so away and get different results (i.e. these blocks fall from a specific site stochastically). 130 

Whether this is an issue depends on what is meant by dm; 10cm, 90cm? I don’t see the support for this 

claim of erosion thickness other than the jointing would suggest it. […] 

We infer that the occurrence of rock falls at the scale between 1 cm and 10 cm, averaging on a 

temporal scale of > 10 yrs, could be considered as a steady state denudation scenario, which we 

employ for TCN applications (see related response above).  135 

[…] That is, the bedrock structure data would be better used as a parameter constraining possible 

mass loss depth in an erosion rate modelling exercise, rather than being an assumed outcome of the 

cosmo profile analysis that it would likely be causing trouble for anyway (see above RE fitting a smooth 

profile to stochastic erosion events). Approximate fits to the data can be gotten by assuming the 

simplest case of a large rockslide 2.2 kyr ago setting surface concentrations to zero. Admittedly the fit 140 

is not as good as shown by the authors as I use a much simplified approach but my point is the claims 

based on the cosmo data are weak (non-unique outcomes are clearly possible), not fully explained and 

are specific to certain sites. 

We thank the reviewer for the suggestion, but we refrain from such an approach, as it would require 

several assumptions, as pointed out by the reviewer. In particular, this infers that the rockfall event 145 

would have to be large enough to remove all previous nuclide concentrations, which is contradicted by 

the “truncated” shape of the TCN depth profiles (Mair et al., 2019). The underlying assumptions for the 

interpretation presented in this work (and also in Mair et al., 2019) are justified as outlined above. 

Furthermore, the model would allow us to actually test such a hypothesis. It should return a result with 

an inheritance close to zero, a low denudation rate and a minimum age close to 2.2 kyr. 150 

The results are sensitive to the blank correction due to the low 10Be concentrations. Blank corrections 

as high as 19% could be acceptable if the authors can show the subtraction is robust. This probably 
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requires several in-batch blanks, rather than a longterm lab background average, which needs to be 

justified here. The vague nature of the blank subtraction as it’s reported lessens the confidence in such 

low concentration data, i.e. what is the uncertainty in this long-term blank value (not given on L140 or 155 

in table 3); was a blank/s measured in the batch, or at the same time in the lab, and if so what of the 

results? If the authors are forced to use a long-term average as no in-batch measurements were made 

I would expect to see some discussion of how variable this value has been over time (long-term 

averages would mask occasionally high/low values which is a problem when it comes to 

measurements close to the lab background). Is there any idea of what inter-batch background 160 

variability is? 

We thank for bringing this point up. We actually use the long-term, variance-weighted average blank 

value of 2.44 x 10-15, which is calculated from several in-batch blanks for each bottle of Be spike (Table 

1). However, the long-term, variance-weighted average ratio should be 2.48 x 10-15 with an uncertainty 

of 18.8 % that is based on 28 blank measurements (see Table 1 for all measured in-batch blank values 165 

from the corresponding Be spike batch). We apologize for initially reporting an incorrect value and for 

erroneously calling it ‘long-term average’ instead of ‘long-term, variance-weighted average’, which 

makes a difference. We justify the use of the ‘long-term, variance-weighted average’ because the main 

contribution of contamination is likely to stem from the impurity of the used carrier (Scharlau Beryllium 

standard solution 1000 mg/l BE03450100 by Scharlab S.L.). We justify this by having established high 170 

standard clean lab protocol, e.g., by using only supra-pure acids for dissolving, which in general leads 

to very stable and low blank ratios, even across several spike batches (we are happy to provide more 

data here, if needed). However, the in-batch measured blank ratio for the EW-01 samples is 4.81 x 10-

15, almost 2x times higher than the long-term, variance-weighted average ratio. Using this value for 

blank subtraction would amount to a 29 - 35% relative correction for samples EW-01-4,-5,-6, a level at 175 

which we would not consider the measured concentrations as much different to the blank. Hence, we 

agree that this needs a transparent discussion, which we now provide in Appendix A. We indicate the 

result of EW-01 in the main manuscript as potentially non-interpretable, due to the low concentrations 

at the detection limit, and we refer to the Appendix.   

 180 

Line by line responses 
L61- The way this is written makes it appear as though new 36Cl data will be presented, rather than 
the inclusion of previously published data in the discussion. Same goes for the conclusion section 
L433. 
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Clarified. 185 
L64-  Saying the long-term denudation of the mountain will be quantified sounds a bit too grand and is 
incorrect, as the rates reported are pretty short term and for a few specific locations only. 
We recognize that there is a difference in the definition of long-term between the rockfall and 
cosmogenic nuclide community. We clarify it by relating it to the millennial timescale. 
L100- Some discussion of the issues that might relate to sampling a constructed tunnel would be 190 
appropriate. How pristine were the surfaces sampled, especially for the zero depth sample, was it near 
the lip of the tunnel? 
We provide now a brief description of how and were we collected the samples, and we indicate that the 
zero depth sample was taken at the present bedrock surface.  
L158- The shielding correction is high (0.55), so sensitivity of the results to the exponent used in the 195 
topographic shielding correction (‘m’ in Dunne et al 1999) should be considered. 
We use a coefficient of m = 2.3 ± 0.5 for the angular flux dependence, following Nishiizumi et al. 
(1989). In a general case, a variation in the exponent m would have only a small effect on the shielding 
factor as the dependence on the angular flux varies only slightly (Gosse and Phillips, 2001; Fig 5). The 
shielding is commonly defined as ratio between open sky flux and blocked out flux (Dunne et al. 1999; 200 
Gosse and Phillips, 2001), thus flux variations from changes in m should amount to a ~ 5% difference 
in shielding factor and/or attenuation length for values between 1.8 and 3.5 (Heidbreder et al., 1971), 
depending on the parametrization. This would cause a corresponding increase/decrease in the 
absolute exposure age. The denudation rate values would vary by a few percent only, but the overall 
results would not systematically change. 205 
L168- If the maximum likely age is 20 kyr why then use 75 kyr? 
We select a broad range of model constraint values in an effort not to predetermine the solution space 
and thus not to bias the interpretation. We particularly test if, hypothetically, the sites were above or 
below the LGM glaciation.  
L207- Applying values that are ‘slightly higher’ is vague and seems arbitrary. 210 
Specified and justified. 
L298- The ‘clear minimum’ for denudation in the different simulations is zero. I’m not sure this suggests 
a clear minimum, or a problem, as it implies the model wants to go below zero. […] 
The clear minimum refers to the reduced chi square space, which coincides with the mean and median 
denudation rates and thereby indicating a Gaussian distribution of the denudation rate histogram. We 215 
clarify the text accordingly. 
[…] I also see no justification for using these 3 values? 
We think that the reviewer refers to the total allowed denudation values of 12, 15 and 20 m. These 
values are used as constraints for our model to work. We try to realistically estimate the maximum 
amount of removable bedrock during the exposure, and run three setups to test the independence of 220 
the result from this boundary condition. The values are obtained following these arguments: 
We use these 3 values because the deepest samples were taken at depths close to or exceeding 3 m 
and consequently, the production of TCN has almost exclusively occurred by muon pathways. Muon 
attenuation scales exponentially, with reported muon attenuation lengths between ~4000 and 
5300 ± 950 g cm−2 for 2.7 g cm−3 rock density (e.g., Braucher et al., 2013). This translates to muon 225 
attenuation depths of ~15 m to ~19 m for 1 attenuation length, and ~30 to ~38 m for 2 attenuation 
lengths, which accounts for a reduction of muogenic production by ~63% and ~87%, respectively. This 
means that independent of the attenuation length, our deepest samples would have been located at a 
depth of > 23 m at the start of the exposure to allow for more than 20 m of total erosion to occur (Mair 
et al., 2019). Any potential nuclides inherited from before would then have accumulated at this depth or 230 
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even deeper at muon production rates < 2% of the surface production rate. These are the major 
arguments why we run 3 values ≤ 20m. We add a short justification in the Appendix. 
L301- I don’t understand how the uniformity of the ‘cut-off’ depths suggests a robust measurement. 
Time simply extends by a proportional amount to allow for the greater amount of denudation (i.e. Table 
4)? 235 
We relate this question to a misunderstanding. The agreement of the modelled denudation rates show 
that the results are independent on the selection of a maximum for the total amount of denudation. We 
clarify the Appendix text accordingly. 
L311- This statement probably needs to cite the Mair et al 2019 study. 
Referenced now. 240 
L304- Define ‘large’ inheritance? The deepest sample is within zero at 2 sigma. I don’t think these 
arguments about concentrations at depth are sound for such large uncertainties. Also, ‘lower’ should 
be ‘higher’, or the statement needs to be written more clearly. 
We rewrote the statement to focus on the shape of the depth profiles and correct for ‘lower’ to ‘higher’. 
L315 and L411- If the argument is being made for steady-state erosion (though what steady-state 245 
means in relation to dm size chunks is unclear) the rate should persist for several multiples of the 
attenuation length (see the Lal 1991 paper cited). I’m not sure if it’s appropriate to talk about the 
minimum age, based on assuming the sample concentrations represent exposure ages 
measurements, as being the time over which the measurements are appropriate. This point needs 
more explanation. 250 
We suggest an erosion mechanism at a scale between 1 cm and 10 cm, which occurs steadily over a 
temporal scale of < 10 yrs. This can be considered as a steady state denudation mechanism if TCN 
timescales are used as reference (see responses above). We further clarify that the reported minimum 
ages are the modelled minimum ages. This also accounts for the occurrence of inherited nuclides. 
Accordingly, we do not directly relate concentrations to exposure ages. The minimum ages refer to a 255 
minimum time span during which the modelled conditions are applicable (i.e., denudation scenario, 
nuclide production etc.).  
Fig 1A could be the same orientation as the diagrams (i.e. it’s currently a mirror image of 1B). 
Changed accordingly. 
L155/L158- What are spallogenic particles? 260 
Corrected to spallogenic production. 
 

# 10Be/9Be ratio Rel. err. [%] Ratio err. 
1 9.00E-15 34.90 3.1410E-15 
2 2.40E-15 82.90 1.9896E-15 
3 2.40E-15 90.60 2.1744E-15 
4 2.30E-15 103.20 2.3736E-15 
5 9.50E-15 35.30 3.3535E-15 
6 1.20E-15 180.10 2.1612E-15 
7 1.30E-15 180.10 2.3413E-15 
8 1.57E-14 23.20 3.6424E-15 
9 5.84E-15 27.85 1.6259E-15 

10 5.31E-15 20.04 1.0632E-15 
11 4.70E-15 23.60 1.1104E-15 
12 1.21E-15 65.13 7.8934E-16 
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13 2.35E-15 50.01 1.1745E-15 
14 8.42E-15 18.94 1.5947E-15 
15 8.51E-16 57.77 4.9154E-16 
16 1.31E-14 15.08 1.9771E-15 
17 1.17E-15 33.37 3.8897E-16 
18 6.48E-15 27.76 1.8001E-15 
19 5.79E-15 100.09 5.7961E-15 
20 2.35E-15 103.91 2.4413E-15 
21 5.75E-15 22.98 1.3222E-15 
22 2.22E-15 29.54 6.5612E-16 
23 4.81E-15 23.23 1.1182E-15 
24 2.74E-15 32.04 8.7939E-16 
25 4.23E-15 20.44 8.6576E-16 
26 5.81E-15 19.44 1.1303E-15 
27 1.27E-15 37.18 4.7128E-16 
28 3.89E-15 32.60 1.2696E-15 

  
Variance-Weighted Avg. Ratio 2.478E-15 

Variance of the Var.-Weighted Avg. Ratio 4.656E-16 
Standard error of the w. avg. Ratio 1.831E-16 

 
Table 1. Measured blank ratios used for the long-term, variance-weighted blank correction for the used Be spike batch. 

 265 
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Abstract. Denudation of steep rockwalls headwalls is driven by rock fall processes of various size and magnitude. They 10 

Rockwalls are sensitive to temperature changes mainly because thermo-cryogenic processes weaken bedrock through 

fracturing, thus which can pre-condition the occurrence ofing rock fall. However, it is still unclear how these controlss of the 

fracturing of rock together with and conditionsand cryogenic influenceprocesses impact   thereof on the denudation 

processes operating on steep headwalls rockwalls have remained debatedare still unclear.  In this study, we link data on new 

and published long-term headwall rockwall denudation rates data for at the Mt Eiger Mountain in the( Central Swiss Alps) 15 

with the local bedrock fabric and the reconstructed temperature conditions at these sites, which depend on the insolation 

pattern. We then estimate the tendency probability of bedrock for failure through the employment of a theoretical frost 

cracking model, which bases on the reconstructed temperature conditions. The results show that the denudation rates are low 

in the upper part of the NW rockwall, but they are headwall compared to the high rates both on in the lower part of the NW 

rockwall footwall and on the SE face, despite similar bedrock fabric conditions. For these sites, Ththe frost cracking model 20 

predicts a large difference in cracking intensity from ice segregation where the inferred efficiency is low in the upper part of 

the NW headwallrockwall, but relatively large on the lower footwall section of the NW wall and on the SE flankrock face of 

the Mt. Eiger. We explain this pattern by the differences in insolation and local temperature conditions at these sites. These 

The contrasts might additionally be enhanced by permafrost occurrence in the upper NW wall, which would further reduce 

cracking efficiency. Throughout the last millennium, temperatures in bedrock conditions have been very similar to the 25 

present temperatures in bedrock. These data thus suggest the occurrence of large contrasts in microclimate between the NW 

and SE walls of the Mt. Eiger, conditioned by differences in insolation. We use these contrasts to, which explain the 

relatively low denudation rates in the upper part of the NW headwallrockwall of the Eiger, but and the rapid denudation in 

the SW sideface and in the lower part of the NW footwall foot of the Eigerrock face where frost cracking is more efficient. 
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1 Introduction 30 

Steep bedrock hSteep bare bedrock faceseadwalls,  are a common feature of alpine landscapes. They These rockwallsThey 

are situated at various elevations but are especially prominent in high altitude environments. These rock surfaces experience 

a variety of physical and chemical processes, that result in the formation of new fractures and in the enlargement of existing 

weakness zones (Krautblatter and Moore, 2014; and references therein), which further promote the denudation of these 

headwallrockwalls. Previous research has resulted in the generally accepted notion that among the various mechanisms 35 

leading to headwallrockwall denudation, rock fall and rockslide processes are the most important agents (e.g., Krautblatter et 

al., 2012; Moore et al., 2009), mainly because all loosened material is eventually removed by gravitational processes. In this 

context, laboratory experiments disclosed a close relationship between rock fracturing and temperature variations (e.g., 

Draebing and Krautblatter, 2019; Murton et al., 2016). In cold and permafrost areas, a set of three different, but closely 

related physical processes have been proposed to cause rock to fracture (e.g., Haeberli et al., 1997; Walder and Hallet, 1985; 40 

Draebing et al., 2014). These include (i) thermal processes resulting in permafrost degradation by increased thawing 

(Haeberli et al., 1997; Harris et al., 2001; Krautblatter et al., 2013), (ii) thermal stresses (Collins and Stock, 2016; Eppes et 

al., 2016), and (iii) cryogenic processes including frost shattering by volumetric expansion during freezing (Matsuoka, 1990; 

Matsuoka and Murton, 2008), and frost cracking by ice segregation (Murton et al., 2006; Walder and Hallet, 1985). The 

effectiveness of the cryogenic se processes is governed by volumetric expansion in response to diurnal and seasonal 45 

temperature variations (Anderson, 1998) for volumetric expansion (Matsuoka, 2008) and ice segregation (Anderson, 1998) 

respectively, and by temperature gradients in the bedrock (Hales and Roering, 2009; Matsuoka and Murton, 2008). 

Additionally the effectiveness particularly of cryogenic processes is strongly influenced by local water availability 

(Andersen et al., 2015; Anderson et al., 2013; Draebing et al., 2014; Sass, 2005), which conditions the formation of ice and 

thus the occurrence of rock falls mainly through the increase in local stresses as ice grows  (Draebing and Krautblatter, 2019; 50 

Matsuoka, 2008). This requires, however, that the cooling of water and the formation of ice occurs rapidly, and that the pore 

space is saturated with water (Walder and Hallet, 1986). These conditions limit the effective expansion to a short time 

window (Davidson and Nye, 1985; Draebing and Krautblatter, 2019), which rarely occurs under natural conditions as recent 

studies have shown (Draebing et al., 2017b). Frost cracking from ice segregation is caused by the progressive ice growth in 

fractures at the freezing front (Hallet et al., 1991; Matsuoka and Murton, 2008; Walder and Hallet, 1985). This process 55 

requires the supply and thus the circulation of unfrozen water in bedrock (Andersen et al., 2015; Hales and Roering, 2009; 

Walder and Hallet, 1985). These fracturing Fracturing processes are additionally dependent on the variations in rock-type 

and -strength (Draebing and Krautblatter, 2012, 2019; Murton et al., 2016; Sanders et al., 2012), and they are influenced by 

discontinuities in the bedrock fabric (Draebing et al., 2014; Matsuoka, 2001). In particularthis context, it has been 

documented that the fabric of rock exerts a strong control on rock falls where a higher fracture density in bedrock promotes 60 

the occurrence of rock falls and rock slides (e.g., Amitrano et al., 2012; Anderson, 1998; Draebing et al., 2017b; Matsuoka, 

1990). Thus, in addition to climatic conditions, bedrock pre-conditioning through faulting and folding exerts a significant 
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control on the efficiency and scale of rock fall activity (Draebing et al., 2017b; Krautblatter and Moore, 2014; Sass and 

Wollny, 2001). FurthermoreAs a final, closely related mechanism, it has been shown, that paraglacial adjustment of the 

stress field in the local bedrock can induce rock fracturing and, as a consequence,  therefore increase rock fall activity 65 

(McColl, 2012; McColl and Draebing, 2019), even up to millennia after ice degradation (Grämiger et al., 2017).  Although 

these relationships are well understood, little is known on how rapid denudation of bedrock headwallrockwalls has 

proceeded, and how denudation in these settings has responded to climatic changes particularly if longer time scales 

spanning millennia are considered (e.g., Gruber et al., 2004a; Krautblatter et al., 2013; Krautblatter and Moore, 2014).  

Here, we study combine concentrations of in-situ terrestrial cosmogenic nuclides (10Be and 36Cl), measuredlong-termthe 70 

millennial- scale denudation  in depth profiles of a 1800 m-high in vertical  bedrock walls at the Mt. Eiger in the Swiss Alps 

(Fig. 1), in an effort to explore the mechanisms of denudation of this vertical headwall and the underlying controls.. To 

achieve these goals, with information on the bedrock fabric to quantify the long-term denudation of this mountain. wWe 

collect collect data about the bedrock fabric of fromthis mountain the NW and SE faces of the Eiger, to illustrate how the 

high fracture density has preconditioned the headwall for rockfall processes to occur. We then present temperature and 75 

paleoclimate data to document that , which the NW and SE faces of the Eiger have experienced differences in insolation and 

thus a contrasting microclimatic conditionse. We usecomplement this dataset with published information on localin-situ 

rockwall denudation informationrates on both sites of the Eiger. Denudation rates at these sites have been derived from 

terrestrial cosmogenic nuclide (TCN) concentrations alongin bedrock depth profiles.  to understand spatial differences in 

denudation. We finally combined this information into a simplified frost cracking model to explore potential controls on 80 

rockwall denudation by analyzinghow the local bedrock fabric  and temperature conditions and comparing denudation rates 

and fabric to potential rock fall preparing factors. We aim at identifying the mainhave driven driving processes of local 

rockwallthe erosion of the headwalls of Mt. Eiger.  erosion and at understanding how it is related to changes in temperature. 

In order to do so, we field a simplified frost cracking model.We find that denudation rates are high on the SE side of the 

Eiger and at the foothill of the NW headwall, while denudation rates are up to four times lower on the upper part of the NW 85 

flank. We apply a simplified version of a frost cracking model to test whether the spatial pattern of denudation can be 

explained by the differences in microclimates around the Eiger Mountain. We find that the bedrock of the Eiger is highly 

fractured, which potentially promotes the occurrence of rock fall processes where dm-scale bedrock particles can be released 

at a high frequency. In addition, our results imply that frost cracking is effective where mean annual temperatures are 

slightly positive and where diurnal and annual temperature variations are large. This is particularly the case for the south side 90 

of the Eiger and also for the northern flank at its low-elevated footwall, where the denudation rates are high. We use these 

observations to propose that the denudation pattern of the Eiger is strongly controlled by insolation, and thus by temperature 

conditions. 
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2 Setting 

2.1 Geomorphology and cosmogenic sampling sites 95 

The Eiger Mountain (Fig. 1), which is the focus of our study, is characterized by a steepn over-steepened, capproximately. 

1800 m-high NW face. This NW flankrock face can be subdivided in an upper part that ranges in elevation between c. 3950 

m a.s.l. and 2800 m a.s.l where the wall is > 50° steep (> 50° slope angle) orand nearly vertical in some locations (Figs. 

1b,2), and in a flatter footwall base segment (lower part), which continuously grades into grassland beneath an elevation of 

2200 m a.s.l. IOnOn the opposite side, the other side, the SE the flankrock face is a several hundred-meter yet equally steep 100 

rock wall (> 60° slope angle), and 2 small cirque glaciers feeding into a larger , more distant active glacier active glaciers  

further downslope (Figs. 1a,b), border the footwallrockwall foot.  

The morphology of the Alps largely records the response of glacial erosion during the Last Glacial Maximum (LGM) and 

previous glaciation (Schlunegger and Norton, 2013). For the region surrounding Mt. Eiger, the glacial history of glacial 

coverage and erosion of the mountain can beonly be inferred indirectly from reconstructions of previous ice extends, 105 

accomplished e.g., fromthrough the dating of moraines dating or the mapping of ice trim lines mapping, since there is no 

suchgeomorphic data available for theMt. Eiger mountainitself that could be used to identify the glacial imprint on this 

mountain. . However, a for the studied mountainreconstruction of the glacial coverage of the Alps during the LGM (Bini et 

al., 2009; Kelly et al., 2004) shows that the Alpine, glaciers were large enough to cover the NW rock face even above 2800 

m a.s.l. were present for the last time during the Alpine Last Glacial Maximum (LGM; Bini et al., 2009; Kelly et al., 2004). 110 

These ice bodiesglaciers disappeared shortly  in the central alps degraded before c. 18 ka (Wirsig et al., 2016b, 2016a), and 

the NW rock face of the Mt. Eiger has been largely ice free since then. Exceptions are the small ice sheets on the uppermost 

part of  the rock wall itself,  such e.g., the so called ‘white spider’ (Weisse Spinne; Fig. 1). On the opposite side SE, thereby 

constituting the last ice cover in the Eiger NW rock face. Thethe upper part of the SE rock face situated above 3000 m a.s.l. 

was not covered by ice since the at least the glacial advance duringduring the Egesen Stadial of , linked to the Younger 115 

Drays, not later than c.approximately 12 – 11 ka ago (Ivy-Ochs et al., 2009). This was thus the last time, when the local 

glaciers wouldcould have been able to amass enough ice to grow several tens of meters in thickness to covered the rock wall 

above 3000 m elevation. 

  

The denudation processes and rates operating on the Mt. Eiger Mountain have already been analyzed in a previous study, 120 

where concentrations of in-situ cosmogenic 36Cl were measured in rock samples collected in four five depth profiles, of 

which four couldwere diagnostic enough  befor used to estimatinge denudation rates (Mair et al., 2019). The sites were 

situated on the SE (sites EM-01 and EM-02, Fig. 1) and on the NW bedrock flankrock faces of the Eiger (sites EW-02 and 

EW-03; Fig. 1). On the NW flankrock face, the site EW-03 site is located in the footwall base segment at an elevation of 

2530 m.a.s.l, whereas site EW-02 is situated near the base of the upper, nearly vertical segment part at an elevation of 2803 125 

m a.s.l. On the SE flankrock face of the Eiger, both cosmogenic depth profiles sample sites are located at c. 3100 m a.s.l. The 
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results yielded generally high denudation rates, ranging between c. 45 cm kyr-1 to and c. 350 cm kyr-1 for over the last 

centuries to millennia (Table 1; Mair et al., 2019)). On the NW flankrock face, denudation rates are c. 350 cm kyr-1 at the 

footwall base of the Eiger (site EW-03) and c. 45 cm kyr-1 and thus substantially lower in the upper part of the rock wall (site 

EW-02). IOn the SW sideface, denudation rates range between 150 and 250 cm kyr-1 (sites EM-01 and EM-02). Mair et al. 130 

(2019) used these rates together with the relatively large concentration of cosmogenic 36Cl at greater depths in the depth 

profiles to propose a model where denudation of the rock face has been accomplished by frequent, cm-scale rock fall 

processes together with chemical dissolution of limestone. We benefit from the results of this previous study and 

complement thatethis denudation rate dataset with cosmogenic nuclide data of a further depth profile EW-01. This fifth 

section is situated at 2844 m a.s.l. (Swiss Coordinates at point site 643168/158980 of the (Swiss Coordinates), near the base 135 

of the upper part of the NW face and thus in close proximity to site EW-02 (Table 1) for which of the Mair et al. (2019) 

study reported the lowest denudation rates of c. 45 cm kyr-1 (Figs. 1a, 1b). The bedrock at sites EM-01, EM-02 and EW-02 

and EW-03 mainly comprises limestone, and this was also the reason why Mair et al. (2019) measured millennia denudation 

rates based on 36Cl concentrations in depth profiles. . Since the bedrock at EW-01 comprises is a siliceous limestone and thus 

contains sufficientbedrock with high quartz contentminerals, This was also the reason why 36Cl was the target cosmogenic 140 

nuclide (Mair et al., 2019). The new site EW-01, however, hosts bedrock with significant quartz content. This is the reason 

why for this site, we prepared samples for the analysis ofwe analyzed the bedrock for in-situ 10Be instead. Similar to Mair et 

al. (2019), cosmogenic samples were taken   within bedrock samples from instead. Similar to Mair et al. (2019), bedrock 

samples were collected alongfrom a the walls of a construction tunnel that connects the Jungfraubahnen railway tunnel with 

the headwallrockwall surface of the Eiger. These tunnels were used to depose material during tunnel construction between 145 

1896 and 1905 AD. However, since the 10Be concentrations of the cosmogenic samples are close to the detection limit of the 

Accelerator Mass Spectrometer (AMS), any inferences derived from this particular depth profile at EW-01 will be quite 

speculative. We therefore present all methodological details and the results for site EW-01 in the SupplementAppendix A for 

the sake of completeness and transparency. These tunnels were used to depose material during tunnel construction between 

1896 and 1905 AD. All sample sites have a local slope of  ≥ 50°, making snow cover over extended periods unlikely. 150 

2.2 Climate and permafrost occurrence 

The probability of permafrost occurrence in the Alps has been predicted based on ground surface temperature, air 

temperature and solar radiation. These information have been combined in a statistical model to reconstruct the Alpine-wide 

Permafrost Index Map (APIM) with a 30m resolution (Boeckli et al., 2012a, 2012b). For the NW face of the Eiger, the 

APIM data shows that all sites might be affected by permafrost. Whereas the sites EW-02 and EW-03 in the upper part of the 155 

north face show the highest tendency for permafrost occurrence (Fig. 2), the cosmogenic sampling sites on the SE facing 

flank are less likely to be affected by permafrost (Fig. 2). 
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2.3 Bedrock lithologies and fabrics 

The region surrounding the Eiger is located at the geological contact between the crystalline rocks of the Aar massif, its 

sedimentary cover rocks and the Helvetic thrust nappes (Berger et al., 2017). The Eiger itself is mainly made up of micritic 160 

Jurassic and bioclastic Cretaceous limestone, with local chert layers and nodules, all of which were re-crystallized under 

lower greenschist facies conditions (c. 300°C; Mair et al., 2018; and references therin). During Alpine orogenesis, the 

bedrock was heavily deformed through multiple phases of folding and thrusting, which are recorded by a complex fabric in 

the exposed rock (Herwegh et al., 2017; Wehrens et al., 2017). At the cosmogenic sampling sites, the bedrock fabric is 

dominated by two generations of foliation and two sets of joints (Mair et al., 2018). The foliation that formed during the first 165 

deformation phase is oriented parallel to the sedimentary bedding and is associated with tight and isoclinal folds at the 

decimeter scale. The formation of this fabric was conditioned by micrometer-scale changes in sheet-silicate content during 

sedimentation. The second foliation is characterized by slip planes in micro shear zones, which display a large variation in 

the spacing between individual planes. This second foliation was considered to have formed at temperature conditions that 

were high enough for calcite minerals to deform in a ductile way (Mair et al., 2018). These structures are crosscut by two 170 

sets of brittle fault networks with steeply dipping fault planes. Age assignments on the formation of these structures are still 

a matter of debate (Mair et al., 2018). 

3 Methods 

We measured concentrations of cosmogenic 10Be along depth profile EW-01 (Fig. 1) in order to extract information on 

denudation rate, exposure age and potential inheritance. The latter three variables are derived through Monte Carlo (MC) 175 

depth profile modelling techniques (Hidy et al., 2010). We then aim to link the results of the cosmogenic nuclide analysis to 

the observations on the bedrock fabric, and we employ a frost cracking efficiency model to explore a potential dependency 

of denudation on bedrock and climate conditions. The range of methods thus includes field work to map the bedrock fabric 

and to determine the spacing between fractures and joints. We additionally compiled temperature data and combined these 

into a modeling framework on frost cracking processes where the model outputs will be constrained by previously published 180 
36Cl-based denudation rates for the Eiger north and south faces. 

3.1 Field data collectionInvestigations of bedrock fabric 

Fieldwork, including bedrock sampling for TCN analysis (see Appendix A), took place in winter of 2016 and summer 2017. 

Bedrock fabric data was collected using a geological compass. The mapping focused on theWe mapped lithological contacts, 

the orientation of bedding  and foliation planes and the geometries of, lithological contacts, foliation and faults using state of 185 

the art techniques in structural geology. Upon mapping, we particularly focused on and was designed to investigatinge the 

crosscutting relationships between the structural fabrics, and on completing the  and structural inventory of structures at the 

on outcrop scale (Mair et al., 2018). We determined mean values from oOrientation data using a spherical mean. These 
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values were separately determined for the various structure categories that we identified in the field upon mapping was 

analyzed for mean orientation of different, in the field identified structure categories, using a spherical mean (Vollmer, 190 

1995). Data visualization and stereo plot generation was done using the Orient 3.4.2 software (Vollmer, 2015). A  and 

handhold GPS was used to geo-reference the collected data. inDigital and analogue topographic maps  were based on 

combination with elevation information from the 2m digital elevation model (SwissAlti3D, provided by the Federal office of 

Topopgraphy, swisstopo) for surface outcrops, and on a high-resolution elevation map of the Junfgfraubahnen railway tunnel 

for subsurface data. The mapping focused on the orientation of bedding, lithological contacts, foliation and fault and was 195 

designed to investigate the crosscutting relation and structural inventory on outcrop scale (Mair et al., 2018). Orientation data 

was analyzed for mean orientation of different, in the field identified structure categories, using a spherical mean (Vollmer, 

1995). Data visualization and stereo plot generation was done using the Orient 3.4.2 software (Vollmer, 2015). 

3.1 Analysis of in-situ cosmogenic 10Be 

3.1.1 Collection of samples, extraction of Be and AMS measurements 200 

We collected five bedrock samples within a depth profile at site EW-01 from quartz bearing recrystallized chert layers. The 

material was taken from a wall of a tunnel that connects the Jungfraubahnen railway tunnel with the headwall surface. 

Samples were quarried with a battery saw and chisel, thereby following standard sampling protocols (Dunai and Stuart, 

2009). Each sample was 5 to 10 cm thick and consisted of 1 to 1.5 kg of rock material. Concentrations of cosmogenic 10Be 

were measured on quartz grains that were extracted from these samples. Sample preparation followed the procedure of Akçar 205 

et al. (2012) and took place at the Institute of Geological Sciences, University of Bern. 10Be/9Be ratios were measured by 

accelerator mass spectrometry (AMS) at the AMS facility at ETH Zurich, and were normalized to internal standard S2007N 

(Christl et al., 2013). The measured ratios were corrected with a long-term, full process blank correction of 2.44 x 10-15, 

which amounted to relative correction between 3 and <19 %. 

3.1.2 Scaling and corrections for muogenic production 210 

In-situ cosmogenic 10Be is mainly produced through spallation and muon reactions on O and Si (Gosse and Phillips, 2001). 

Accordingly, the production needs a scaling to geographic position and elevation, and it needs a correction for shielding 

from secondary cosmic ray particles (Gosse and Phillips, 2001; Lal, 1991). Production rate scaling for spallation production 

was done using the method of Stone (2000), which is based on the work of Lal (1991). We updated these approaches using 

the recalibrated reference dataset of Borchers et al. (2016) for our scaling framework. For the consideration of muogenic 215 

production, we used the parametrization scheme by Balco et al. (2008), which is based on muogenic production systematics 

presented by Heisinger et al. (2002a,b). The experimental fit for muogenic production of these authors, however, is known to 

yield in an up to ~ 40% overestimation of muogenic 10Be production (Borchers et al., 2016; Braucher et al., 2003, 2013). To 

account for this affect, an uncertainty of 40 % was assigned on the muogenic production during the MC modelling, which is 
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described below.  We finally computed an open sky visibility on 1° azimuthal increments to account for headwall and 220 

bedrock specific geometry and shielding. This was done using a high resolution (2m) DEM provided by the Swiss Federal 

Office of Topography (Swisstopo) as basis. We used the combination of these constraints to calculate a total site-specific 

shielding factor (𝑆𝑆𝑇𝑇 ) and apparent attenuation length (Λ𝑓𝑓,𝑒𝑒 ) for spallogenic particles with the CRONUS Earth online 

Topographic Shielding Calculator v2.0 (Marrero et al., 2016). The shielding factor (𝑆𝑆𝑇𝑇 ) was used to correct for both 

spallogenic and muogenic production, which is necessary due to the large height of the headwall (Mair et al., 2019). The 225 

site-specific apparent attenuation length for spallogenic particles (Λ𝑓𝑓,𝑒𝑒) was used to correct for geometric effects (Dunne et 

al., 1999; Gosse and Phillips, 2001). A detailed discussion of the approach can be found in the supplement of Mair et al, 

(2019).  

3.1.3 Depth profile modelling 

We used the concentrations of cosmogenic 10Be in the depth profile at EW-01 to estimate the local denudation history using 230 

a Monte Carlo randomization approach (Hidy et al., 2010) and considering nuclide production at depth (Anderson et al., 

1996; Braucher et al., 2009). The modelling was done with a modified MathcadTM code of Hidy et al. (2010). A MC 

approach for depth profile modelling requires initial constraints on the modelled quantities, i.e., exposure age, potential 

inheritance and denudation rate (Hidy et al., 2010). We selected a broad range for these values in an effort not to 

predetermine the solution space and thus not to bias the interpretation. We thus set a constraint of (i) 75 ka on the exposure 235 

age (which is an uppermost limit given the 20 ka for the LGM), (ii) the 10Be concentration of the surface sample (i.e., 1.9 x 

104 at g-1) for inherited nuclides and (iii) a maximum rate of 1500 cm kyr-1 on the denudation variable and a maximum of 12, 

15 and 20 m for the cumulative amount of denudation  for up to 75 ka. These estimates are considered as conservative values 

because they represent uppermost bounds for a possible exposure age, denudation rate and an inherited concentration (for a 

full justification see method section of Mair et al., 2019). The main purpose of running three setups for the cumulative 240 

amount of denudation is to test the independence of the model results on the initial parameter constraints on denudation, 

which is the case here. We note that this approach is not applicable to extract exposure ages without independent denudation 

constraints (Anderson et al., 1996; Hidy et al., 2010). 

The modelling of TCN profiles in bedrock requires the consideration of possible inherited nuclides from previous exposure. 

Since such an exposure can only occur through a removal of bedrock material, such an inheritance would have been 245 

produced by muons only (due to the position of the sample at significant depth) and would follow an exponential decrease 

with depth (Mair et al., 2019). To account for a potential inheritance, we modelled an inherited nuclide concentration for the 

surface sample (𝐶𝐶𝑖𝑖𝑖𝑖ℎ), which we used to parametrize inheritance at depth (𝐶𝐶𝑖𝑖𝑖𝑖ℎ,𝑧𝑧) following 

𝐶𝐶𝑖𝑖𝑖𝑖ℎ,𝑧𝑧  = 𝐶𝐶𝑖𝑖𝑖𝑖ℎ ∙ 𝑒𝑒
(− 𝑍𝑍

 Λ𝑖𝑖𝑖𝑖ℎ
)
. 

We used the value of a fitted muon attenuation length of 4852 g cm-2 for Λ𝑖𝑖𝑖𝑖ℎ, which is in good agreement with published 250 

reconstructed muon attenuation lengths (Braucher et al., 2013). For rock density, we employed a uniform value of 2.68 ± 
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0.04 g cm-3 to account for the full density range between pure quartz (2.65 g cm-3), the local limestone (2.68 ± 0.02 g cm-3 

measured by Mair et al., 2019) and pure limestone (2.71 g cm-3). This also includes density effects related to the occurrence 

of nodular chert, which was sampled for the purpose of this study. We ran the MC model until we obtained 105 profiles 

where the modeled concentrations fall within a 2σ-confidence interval of the measured 10Be concentrations (which 255 

corresponds to reduced χ2 value < 3.09). All input parameters for the MC modelling are reported in Table 2. The 

documentation and raw results are provided in the supplement file. 

3.22 Temperature data and insolation 

Fracturing of rock from frost damage and permafrost occurrence is related to local bedrock temperatures, with main 

parameters of interest being mean annual temperature (MAT), amplitude of annual temperature variation (𝑑𝑑𝑑𝑑𝑎𝑎) and mean 260 

amplitude of diurnal temperature variation (𝑑𝑑𝑑𝑑𝑑𝑑 ). We used these temperature variables to construct times series of 

temperature data as input for the frost cracking modelling, representing the conditions at sites EW-03, EW-01,-02 and EM-

01,-02, respectively (Table 1). Fracturing of rock from frost damage and permafrost occurrence is relatedare both dependent 

on to localin-situ bedrock temperatures, with main parameters of interest being where the mean annual temperature (MAT), 

the amplitude of the annual temperature variation (𝑑𝑑𝑑𝑑𝑎𝑎) and the mean amplitude of the diurnal temperature variation (𝑑𝑑𝑑𝑑𝑑𝑑) 265 

constitute the main parameters of interest. We usedcollected and constrained these temperature variables from various 

sources to construct times series of temperature data. We then used these data as input for the frost cracking modelling, 

representing the conditions at sites EW-03, EW-01,-02 and EM-01,-02, respectively (Table 1). In particular, pPresent 

temperature values for the sites EW-01 and EW-02 are based on near ground surface temperature (NGST) data at 10 cm 

depth by Gruber et al. (2004b) that were measured at the train stop Eigerfenster (643307, 159034, 2860 m; Gruber et al., 270 

2004b). Data on near ground surface temperatures are also available from for the train station at Eismeer (643830, 158049, 

3150 m) close to our cosmogenic nuclide sampling sites EM-01 and EM-02 on the SW flankrock face of the Mt. Eiger 

(Gruber et al., 2004b). We benefitted from this situation and extracted information for constraining MAT, 𝑑𝑑𝑑𝑑𝑎𝑎 and 𝑑𝑑𝑑𝑑𝑑𝑑 from 

the dataset spanning comprising almost 15 years of daily averaged temperature data, available through the Swiss Permafrost 

Monitoring Network (PERMOS 2019; http://www.permos.ch/data.html). The MAT and 𝑑𝑑𝑑𝑑𝑑𝑑values were then determined 275 

from the daily averaged temperature data, whereas 𝑑𝑑𝑑𝑑𝑎𝑎 was calculated from the monthly averaged values (Gruber et al., 

2004b). We calculated MAT, 𝑑𝑑𝑑𝑑𝑎𝑎 and 𝑑𝑑𝑑𝑑𝑑𝑑 for the record between 2001 and 2014 AD and for the hydrological year 2002 

separately. We used seven complete years of record for both the NW (Eigerfenster) and SE (Eismeer) flankrock faces (Fig. 

3). However, the data did not cover the same years for both sites., Ffor the NW we therefore used the available data covering 

the hydrological years 2002, 2004 - 2008 and 2010., whereas Ffor the SE we useddata for the hydrological years 2002, 2005 280 

– 2007 and 2012 -– 2014 were available, which we considered in this work accordingly (temperature data provided in full in 

the Supplement). For site EW-03 no such data was available. We, therefore we scaled the available temperature data from 

the Eigerfenster train station to site EW-03 , which is the closest location for which temperature data is available, using an  
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atmospheric temperature lapse rate of -6 °C km-1, which is commonly used for alpine environments (e.g., Gruber et al., 

2004b). . In addition, also for site EW-03, we applied values of 9.0 ± 1.5 for 𝑑𝑑𝑑𝑑𝑎𝑎 and 7.0 ± 1 for 𝑑𝑑𝑑𝑑𝑑𝑑. The values are higher 285 

than those we assigned for the higher locations EW-01,-02, mainly because EW03 receives more isolationthat were slightly 

higher than for sites EW-01,-02. We chose these values, because of thewe expect the . temperature in general to be similar to 

the upper NW sites, but overall warmer and more variable as the site receives more insolation than sites EW-01, -02 higher 

insolation due to southeast exposure. These estimated temperatures were finally used to generate temperature curves 

(Anderesen et al., 2015) as input for the frost cracking modelling (Fig. 3).. 290 

Past temperaturesTemperatures for the last millennium were estimated using a lake record c. 45 km farther to the west 

(Seebergsee,  46°370N, 7°280E). In thatFor this lake, lake, Larocque-Tobler et al. (2012) used used chironomid taxa 

embedded within the sediments to reconstruct a temperature history for the most recent past. These provide estimates of how 

the mean temperatures during a distinct period in the past deviated from the modern ones representing the time span between 

1961-1990 AD. The resulting differences to the periodare 0°C  1961-1990 AD for the 19th century AD (0°C), -0.5°C for the 295 

Llittle Icice Aage (- 0.5 °C) and +1.2°C for the medieval Medieval climate Climate optimum Optimum.(+ 1.2 °C). To test 

for temperature conditions further in the past wWe additionally resorted to tree-ring based temperature reconstructions for 

Central Europe (Büntgen et al., 2011) , and used these data as further constraint for the temperatures in the past. The tree ring 

data infer temperatures for the Central Alps, which are in good agreement forwith those from the lake record (Larocque-

Tobler et al., 2012), at least for a shorter period with temperature reconstructions for the Central Alps from tree-ringsof a few 300 

centuries….. (Büntgen et al., 2006) and chironomid derived record (Larocque-Tobler et al., 2012). We therefore extracted 

temperature anomalies of ~ -1 °C for the migration period and + 0.5 °C for the period during the Roman climate optimum 

period. We adjusted these all values to the 20th century AD warming (+ 0.8 °C) and calculated MATs for the corresponding 

periods under the assumption of a constant diurnal and annual temperature fluctuation. We inferred and no lag between the 

increase of mean air temperatures warming and the temperature adjustments on the rock surface temperature response (Table 305 

1).  

Maximum direct annual insolation was calculated using the ‘Area Solar Radiation’ tool of ESRI’s ArcGIS Desktop 10.1 

suite, which employs a hemispherical viewshed algorithm (Fu and Rich, 2002; and references therein). The calculation was 

done for 1 day and hourly intervals for a sky size of 512 cells for the whole year of 2015.  

3.33 Frost cracking modelling 310 

Annual efficiency of frost cracking processes was computed using the mechanistic numerical model of Andersen et al. 

(2015), which builds on the approach of Anderson et al. (2013), Hales and Roering (2007) and Anderson (1998). The model 

propagates temperature changes into the ground by solving a one-dimensional heat flow equation (Hales and Roering, 2007). 

The related expressionIt considers annual surface temperature as a sinusoidal function around the MAT and 𝑑𝑑𝑑𝑑𝑎𝑎,  and is 

based on a randomly superimposed sinusoidal diurnal function with an amplitude between 0 and 𝑑𝑑𝑑𝑑𝑑𝑑 (Andersen et al., 2015; 315 

Anderson et al., 2013). Whereas the Andersen et al. (2015) model is capable of incorporating a sediment layer of various 
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thicknesses atop the bedrock, we used a setup without such a layer, as because field inspections have shown that we 

considered the local slope as is too steep to accommodate host a regolith layer (Table 1). The model calculates a frost 

cracking intensity (FCI) related to ice segregation, which is most effective where temperatures range within the so-called 

frost-cracking window (FCW; between -8 to -3°C (Anderson, 1998; Walder and Hallet, 1985), and where water is available 320 

for ice to form (Andersen et al., 2015; Anderson et al., 2013; and references therein). The flow of water is influenced by the 

thermal gradient in the subsurface (Hales and Roering, 2007) and the distance to the freezing front (Anderson et al., 2013). 

The Andersen et al. (2015) model scales the FCI with both the thermal gradient and the occurrence of water along the path to 

the point of ice segregation. This is accomplished using a penalty function that integrates the flow resistance (Anderson et 

al., 2013) for a mixture of frozen and unfrozen bedrock (Andersen et al., 2015).  Here, weWe employed the ‚standard model’ 325 

of Andersen et al. (2015), which follows the concept ofwhere limiting frost cracking in the bedrock is limited, and thus 

controlled, by withthe distance to the water source and the water availability up to a critical threshold. This is accomplished 

by a penalty function that integrates the flow resistance (Anderson et al., 2013) for a mixture of frozen and unfrozen bedrock 

(Andersen et al., 2015). Aside from the water availability, the model needsbuilds on a set of input variables and assumptions, 

where different choicesassignments of values and constraints might changeinfluence the results. WeThe selected input 330 

variables (see  use the ‘standard model’ of Andersen et al. 82015) for the input variables (see Appendix B) for a list of 

variables),have indeed the potential to influence the outcome of the model results of which theparticularly for a FCW 

between (-8 to -3°C and for the consideration of a) and the thermal conductivity for bedrock are the most relevant for our 

study. We therefore run sensitivity tests and varied the aforementioned quantities in order to explore how the results depend 

on the choice of input parameters. Because of the lithology dependency of FCW (Draebing and Krautblatter, 2019), we run 335 

test models with To test the sensitivity of our results to the input choices, we varied the aforementioned quantities. FCWs are 

dependent ofbetweenofbetween -9.3 °C and -1.4°C,  and between -4.5 °C to -1.8 °C. These values have been derived for 

paragneisses with high schistosity (by Draebing et al., 2017blithology and rock-strength (Draebing and Krautblatter, 2019). 

In absence of FCW estimates for our limestone, we ran the model for two additional FCWs of -9.3 °C to -1.4°C and -4.5 °C 

to -1.8 °C, taken from Draebing et al. (2017b) to explore the sensitivity of the results on the FCW), . We . These values were 340 

determined for paragneisses with high schistosity. aAdditionally , we tested the model for a possible sensitivity to the 

thermal conductivity. We started with a standard conductivity of aside from the 3.0 W m-1 K-1 of the( Andersen et al.,  (2015) 

standard modeland then considered upper and lower bounds compiled from various sources (see Appendix B for details and 

references). Furthermore, WWe alsowe applied the material-specific standard model parameters of Andersen et al. (2015), 

which includes a general rock porosity of 2%. This value is in excellent agreement with the average porosity of 1.8 ± 0.5 % 345 

for the localEiger limestone, calculated from density measurements (Supplementary Notes S4 of Mair et al., 2019). The 

model assumes full water saturation for the bedrock. However, the for simplicity purposes, the model also assumesconsiders 

for simplicity that heat transport only occurs bythrough conduction only. TherebyAccordingly, it fails to it does not capture 

bedrock anisotropies, i.e. cracks and foliations, which might facilitate the transport of heat by advection. Finally, the 

resulting diurnal depth-integrated 𝐹𝐹𝐶𝐶𝐹𝐹����� values are integrated over an entire year. We ran a series of models to account for 350 
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variations in local temperature. We set the starting Temperature temperature (T0) to the site-specific MAT, and the 𝑑𝑑𝑑𝑑𝑎𝑎 and 

𝑑𝑑𝑑𝑑𝑑𝑑 to the mean, minimum, maximum and the average values of 2002, respectively, and we changed these conditions upon 

modelling. This setup does not necessarily provide an 𝐹𝐹𝐶𝐶𝐹𝐹����� envelope, as it is based on the assumption that changes in the 

MAT and daily temperature amplitude also affect changes in the annual temperature amplitude in the same way, i.e., lower 

MATs are likewise associated with damped changes in daily and annual temperatures. 355 

4 Results 

4.1 10Be concentrations and denudation rate 

The 5 rock samples have 10Be concentrations (Fig. 3) ranging from 1.9 x 104 at g-1 to 0.35 x 104 at g-1 (Table 3) that decrease 

with depth. The standard 1σ error (0.07 x 104 at g-1 to 0.24 x 104 at g-1; Table 3) accounts for AMS reproducibility and 

counting statistics, with a relative uncertainty ranging from 11 % to 69 %. The resulting concentration profile allows for MC 360 

depth profile modelling (Fig. 3) and yields values on denudation rate, exposure age and potential nuclide inheritance. The 

MC simulation returned 105 profiles where the model concentrations are within a 2σ measurement confidence interval with 

minima at reduced χ2 = 2.32. The MC simulation returns consistent values for inherited nuclides and denudation rate, where 

mean and median values are in good agreement and follow a well-defined Gaussian distribution (complete modelling results 

are provided in the Supplement). Thus, the MC simulation results are independent of the initial constraint on total denudation 365 

(Table 4). In detail, mean modelled inherited concentrations range from (2.4 ± 0.6) x 103 at g-1 to (2.6 ± 0.7) x 103 at g-1 10Be, 

accounting for 13 – 14% of the measured concentration for the surface sample. Mean denudation rate values range between 

(63.4 ± 13.5) cm kyr-1 and (64.7 ± 12.1) cm kyr-1. Surface exposure ages cannot be estimated from the differing distributions 

for the model runs. However, the MC simulations yield agreeing minimum ages of 0.7 ka. 

4.21 Bedrock fabric  370 

The Eiger itself consists of a suite of heavily fractured and re-crystallized, micritic Jurassic and bioclastic Cretaceous 

limestones, with local chert layers and nodules. The foliation that formed during the first deformation phase is oriented 

parallel to the sedimentary bedding and is associated with tight and isoclinal folds at the decimeter scale. The formation of 

this fabric was conditioned by micrometer-scale changes in sheet-silicate content during sedimentation. The second foliation 

is characterized by slip planes in micro shear zones, which display a large variation in the spacing between individual planes. 375 

All studied sites expose bedrock with a strongly developed network of faults, fractures and foliations, especially close to the 

surface. The bedrock fabric at the SE flankrock face (sites EM-01, -02) is dominated by small joints that developed along the 

NW dipping foliation planes of both foliation generations, here referred to as (S1 and, S33 following Mair et al. (2018); (Fig. 

4). Note that S2 foliations are only visibly close to the basement cover contact (Mair et al., 2018) and have thus not been 

mapped here. The joints are generally << 1 mm wide, but open and occasionally contain circulating water in summer, as was 380 

the case during sampling in summer of 2017 AD. The spacing between these joints varies, but generally measures between 2 
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and 10 cm. A second set of joints with a decimeter-wide spacing and 1 to 10 mm-wide cracks steeply dip to the SE. These 

joints are sometimes associated with preexisting calcite veins (Fig. 4b). The joints are generally open, but some calcite infill 

is also present. At the scale of an outcrop, both sets of joints are connected and regularly spaced. A third set of fractures, 

albeit with an irregular spacing, is found along up to several meter-broad brittle fault zones (Fig. 4c). These faults display 385 

open cracks at sub mm-scale. The spacing varies and some voids are filled with fault gauge. 

A similar network of joints characterizes the sites within the NW headwallrockwall at sites EW-01, -02, -03. Joints with 

openings between << 1mm and 1 mm are oriented parallel to the two generations of foliations (Fig. 5), which are gently SE 

dipping to flat lying. A set of SE dipping open joints with widths of up to 10 mm and a spacing of 10 cm is present at all 

sites (Fig. 5a). We additionally found steep and headwallrockwall-parallel cracks with openings that are up to several cm 390 

wide (C2; Fig. 5d). We note that during sampling on Dec. 1st 2016, ice was present in these fractures (Fig. 5b,c). 

4.32 Temperature estimates and frost-cracking modelling 

The near surface ground temperatures (Table 1) reconstructed from the available daily averaged records show that the sites 

EW-01 and EW-02 have experienced an average MAT of -0.5 ± 0.5 °C for the full year records between 2001 and 2014 AD. 

This is lower than the MAT average for the SE sites (EM-01, EM-02) where temperature where the values are 1.8 ± 0.8 °C 395 

for the same period, albeit not for the exact same years (see section 3.2). On the NW flankrock face, also at sites EW-01 and 

EW-02, the annual temperature amplitude of 𝑑𝑑𝑑𝑑𝑎𝑎 = 8.1 ± 1.3 °C is smaller compared to the 𝑑𝑑𝑑𝑑𝑎𝑎 = 10.7 ± 1.7 °C ion the other 

SE side face of the Mt. Eiger. A similar situation is observed for the mean diurnal temperature amplitude 𝑑𝑑𝑑𝑑𝑑𝑑 where the 

corresponding values are 6.1 ± 0.7 °C for the NW sites and 7.7 ± 0.9 °C for the SE sites. The temperature estimates for the 

hydrological year 2002 are similar to the mean values of the longer time period (Table 1). Temperatures for the lower NW 400 

site (EW-03) were estimated with a MAT of 1.5 ± 0.5 °C (using a constant lapse rate of , -6 °C km-1), while values for 𝑑𝑑𝑑𝑑𝑎𝑎 of 

9.0 °C and 𝑑𝑑𝑑𝑑𝑑𝑑  of 7.0 °C were assumed considered to be slightly higher than in the upper NW. Based on the recent 

tTemperature data and historical reconstructionsthe reconstructed historical temperatures, we allow to exclude the 

occurrence of local permafrost conditions at the SE rockwall for all scenarios. For the upper NW headwall of Mt. Eiger, 

permafrost might occur underat current conditions, while in the and during the past when MATs were lower, permafrost 405 

occurrence is substantiated by the reconstructed temperatures.. 

For the SE sites, the modelling of the annual frost cracking intensity (𝐹𝐹𝐶𝐶𝐹𝐹�����) returns values that range from 0.12 °C m for 

minimum conditions for modern 𝑑𝑑𝑑𝑑𝑎𝑎, 𝑑𝑑𝑑𝑑𝑑𝑑 and MAT, to 0.25 °C m for the respective maximum conditions (Fig. 6, Table 52). 

The consideration of mean values for temperature variations and MAT returns a 𝐹𝐹𝐶𝐶𝐹𝐹����� of 0.2 °C m, which is similar to the 

value of 0.17 °C m that results from the model where the 2002 temperatures are considered.  410 

For site EW-03, situated at a relatively low elevation within the NW headwallrockwall, the 𝐹𝐹𝐶𝐶𝐹𝐹����� modelling yields similar 

results as for the sites ion the other opposite SE side face of the Mt. Eiger (Fig. 6), with intensities ranging from 0.10 °C m to 

0.21 °C m. The mean MAT and mean temperature amplitude model run predicts an annual frost cracking intensity of 0.16 °C 
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m. For the sites EW-01 and EW-02, also situated on the NW headwallrockwall but at higher elevations, the modelled 

minimum and maximum 𝐹𝐹𝐶𝐶𝐹𝐹����� values are lower and range from 0.07 °C m to 0.12 °C m. Also at these sites, the mean MAT 415 

and mean temperature amplitude model run returns a value of 0.094 °C m, which is very close to 0.089 °C m derived for the 

2002 conditions. Accordingly, the model predicts a scenario where frost cracking processes at the upper NW sites (EW-02 

and EW-01) are up to 50% less effective compared to the inferred frost cracking intensities at the footwall rockwall foot of 

the NW faceside (site EW-03; Fig.6) and on the SE locations (EM-01, -02). 

5 Discussion 420 

5.1 Time scale of denudation ratesRockwall denudation from cosmogenic nuclide analysis  

Denudation rates can be estimated from in-situ cosmogenic nuclide depth profile modelling (e.g, Hidy et al., 2010; Braucher 

et al., 2009). This method canhas been be applied for estimating the local denudation rates estimation in steep alpine 

rockwalls, and it has been very useful for extracting and to infer information on the mainmechanisms of denudation 

mechanism, as shown in a recent the pilot study withwhere denudation rates were measured with concentrations of 425 

cosmogenic 36Cl in bedrock depth profiles at Mt. Eiger (Mair et al., 2019). We tried to expandcomplemented the Mair et al. 

(2019) the denudation rate data set by measuring concentrations of cosmogenic 10Be alongfor 5 samples in a bedrock depth 

profile at (site EW-01 (; Fig. 1), and we and modelled the local denudation rate over millennia (see Appendix A for details). 

The resulting estimatedrates denudation are rate of 63 ± 14 cm kyr-1. woul. They are thus d be in good agreement with the 

results obtained for the close-by site EW-02 ofwhere the rates are 45 ± 9 cm kyr-1 (Mair et al., 2019). However, we note here 430 

that duethe to 10Be concentrations are close to the blank background value, and that and highthe measurement uncertainties 

are high in some samples (up to 69 % for 1 σ). Therefore, differentsample and measurement-specific blank corrections 

approaches would render the EW-01 samples non-uninterpretable (see Appendix A). 

Mair et al. (2019) measured relatively high The cosmogenic nuclide depth profiles of Mair et al. (2019), i.e., by showing 

high concentrations at depth relative to the surface concentrations, were interpreted to preclude large rock fall events. The 435 

concentrations of cosmogenic 36Cl nuclide depth profiles of Mair et al. (2019), i.e., by showing which most notably featured 

high concentrations at depth relative to the surface concentrations. These authors used this pattern, wereand thus were 

interpreted to preclude the occurrence of large rock fall events during the cosmogenic time scale, which in this case was 

several thousands of years. Instead, Mair et al. (2019) developed a scenario, based on Monte Carlo simulations, where we 

interpret that surface denudation has should have has rather been accomplished through multiple small-scale rock fall 440 

processes, where dmcm-sized-large bedrock particles have been removed at a high frequency from the headwallrockwall 

surface. The episodic events have to occur on a spatial and temporal small enough scales that are small (< 1 cm to < 10 dcm) 

and over a short enough timescale (< 1 yr), respectively, to be considered as a continuous erosionalal mechanism over longer 

time scales (> 10 yr) relevant for cosmogenic nuclide production.  We follow this interpretation and,  As as will be discussed 

in the next sectionconsider that, and we explain the small size of the particles involved in the rock fall processes are 445 
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conditioned by the high density of fractures and faults (see next section). However, whereas the inferred mechanisms of 

denudation are likely to be the same across the entire Mt. Eiger, the erosional velocities are different. In particular, the 

denudation rates at sites EW-03 situated on the lower part of the NW footwallbaseflank, and at sites EM01,-02 on the SE 

flankrock face are > 150 cm kyr -1, and thus 4 times (45 ± 9 cm kyr-1, Table 1) lower higher than the denudation rates at sites 

EW-02 a(45 ± 9 cm kyr-1, Table 1) and EW-01, situated within the upper segment of the Eiger north face., As will be 450 

discussed in section 5.3 of this paper, we explain the spatial pattern of denudation rates by differences in frost shattering 

processes driven by the contrasts in insolation and temperature conditions. Please note that the modelled denudation rate 

estimates represent long-term, time-integrated values (e.g., Gosse and Phillips, 2001; Lal, 1991), most likely representative 

for the last millennium and possibly longer.  

5.2 Preconditioning related to bedrock fabric  455 

The rate of rock face denudation could be influenced by the bedrock fabric that affect rock failure in a complex and non-

linear way (Krautblatter and Moore, 2014; Viles, 2013). Among these, fracture density and orientation has been considered 

as the most important variables as they positively correlate with rock wall denudation (Moore et al., 2009; Rapp, 1960; 

Terzaghi, 1962). In the context of rock fracturing by frost weathering processes, the permeability and porosity related to 

faults and fractures have been identified to significantly affect the boundaries of the frost cracking window (Draebing et al., 460 

2017b; Matsuoka, 2001) and to limit water supply within the active layer of the bedrock (Andersen et al., 2015; Anderson et 

al., 2013; Rode et al., 2016; Sass, 2005). At the Mt. Eiger, the bedrock fabric, in both the NW and SE wall, is highly 

fractured along pre-existing structural weaknesses (See section 4.2, which record the combined effect of stress and strain 

during Alpine orogenesis, and the differential responses of various bedrock lithologies to these conditions. In particular, ). th 

The region surrounding theMt. Eiger is located at the geological contact between the crystalline rocks of the Aar massif, its 465 

sedimentary cover rocks and the Helvetic thrust nappes (Berger et al., 2017). During Alpine orogenesis, the bedrock was 

heavily deformed through multiple phases of folding and thrusting, which are recorded by a complex fabric in the exposed 

rock (Herwegh et al., 2017; Wehrens et al., 2017). At the cosmogenic sampling sites, the bedrock fabric is dominated by two 

generations of foliation and two sets of joints (Mair et al., 2018). Both foliations are considered to have formed at 

temperature conditions that were high enough for calcite minerals to deform in a ductile way (Mair et al., 2018). These 470 

structures are crosscut by two sets of brittle fault networks with steeply dipping fault planes, yielding a complex patter of 

fractures and foliations. . Age assignments on the formation of these structures are still a matter of debate (Mair et al., 2018). 

 We find that fractures are developed along foliation planes (S1, S3: Figs. 3 and 4) and are thus oriented parallel to 

weaknesses inherited from a tectonic stress field (e.g., Fig. 4b). Beside slight differences in the orientation of the foliations, 

there is little difference in the bedrock fabric between the SE and NW sides. These fractures effectively allow for the 475 

disintegration of bedrock into cm- to dm-sized chips (e.g., Figs. 3a and 4a), which provides an explanation why there is no 

evidence in the cosmogenic dataset for the occurrence of large-scale rock fall processes (e.g., Mair et al., 2019). Instead, the 

production of small chips is most likely achieved by frost cracking and ice segregation growth as evidenced by the ice in the 
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bedrock cracks during sampling in December 2016 (Figs. 4b,c). The headwallrockwall parallel open joints (C2 in Fig. 5) in 

the NW and the large shear zones that dissect the mountain in NE – SW and SE - NW directions are suitable water pathways 480 

within the bedrock over large distances. Accordingly, the local bedrock fabric at all sites have the potential to allow for 

efficient bedrock weathering, and the large faults and shear zones are considered as suitable pathways for water to deeply 

penetrate through the mountain (Fig. 5e). However, while the high density of fractures and faults provides a suitable 

condition for the high-frequency occurrence of small-scale rock fall processes on both sites of the Alpsmountain, this 

variable alone is not capable of explaining the contrasts in denudation rates between the upper steep segment of the Eiger 485 

north face, and the other sites for which cosmogenic data is available. 

 Another possible driver for rock fall activity could be rock fracturingformation of sheeting joints in response to from 

paraglacial stress field adjustment after deglaciation (Grämiger et al., 2017; McColl, 2012; McColl and Draebing, 2019). 

However, we consider sheeting joints in response to deglaciationthis mechanism as unlikely to explain the differences in the 

denudation pattern because: 1) Suitable rockwall- parallel joints are only present in the NW (C2; Fig. 5), where they show a 490 

spacing of m to tens of meters. 2) The last possible glaciation was the LGM deglaciation period in the NW and the Younger 

Dryas in the SW, which would imply a response time of 9 ka or longer for sheeting joints to form of 9 ka or longer. 3) 

Furthermore, the response time of stress release through sheeting is related todepends on the rock quality (McColl, 2012). In 

highly fractured rock, as is the case for the limestone at Mt. Eiger, stress release should occur shortly after or during the 

deglaciation (McColl 2012; McColl and Draebing, 2019). The general likeliness of sheeting joints to form also depends on 495 

the pre-existing fracture density, where a high fracture density (as is the case at Mt. Eiger) better accommodates stresses 

during glaciation and deglaciation, which in turn hinders sheeting joints to form (McColl 2012). HoweverIn summary, a 

reconfiguration of paraglacial stress might have been an important factor during the deglaciation and sometimeshortly 

thereafter, but we consider it unlikely as driving condition for the high-frequency release of cm- to dm-sized pieces of 

bedrock that we currently observe.. As will be elaborated in the next sections, we rather relate the differences in denudation 500 

rates across the Eiger to the spatial pattern of frost cracking processes, which appears to be controlled by local insolation and 

temperature conditions. 

5.3 HeadwallRockwall temperature conditions and rock fracturing processes and efficiency 

Variations in surface temperatures  have been considered as one of the key variables driving mechanical disintegration of 

rock (e.g., Amitrano et al., 2012; Girard et al., 2013; Matsuoka, 2008). The instrumental record (Gruber et al., 2004b) of near 505 

ground surface temperatures (NGST; recorded at 10 cm bedrock depth) are a good proxy for the temperature conditions at 

the upper NW wall (sites EW-01,-02) and for the SE wall (sites EM-01,-02), as they have recorded actual in-situ rock 

temperatures (Allen et al., 2009), which varyies from air temperatures (Anderson, 1998). The individual sampling sites are 

close to the temperature logger sites, with differences in elevation of 16 m to 57 m for the sites in the NW wall and 28 m to 

50 m for the sites in the SE wall, respectively. In addition, the logger sites are characterized by similar local aspect and slope 510 

as our cosmogenic sampling sites. A potential difference in local temperature variability of up to ~ 6 °C (Draebing et al., 
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2017a; Haberkorn et al., 2015) might arise from extended periods of sufficient snow cover. We cannot rule out the 

occurrence of snow cover for our cosmogenic sampling sites as snow might also accumulate on steep headwallrockwalls as 

the Mt. Eiger (Draebing et al., 2017a; Haberkorn et al., 2015). However, due to the similar position, aspect and slope we do 

not consider that the logger sites experienced different conditions than the cosmogenic nuclide sampling sites. The calculated 515 

averages of temperatures, based on 7 full hydrological years between 2001 and 2014 each, are in good agreement with the 

temperature values for the hydrological year 2002 (Table 1). They show a large difference in MAT (~ 2 °C), mean annual 

and mean diurnal amplitude (~ 1.6 °C) for between the NW headwallrockwall and the SE face, with the SE face experiencing 

higher and more variable temperatures, despite being at ~ 300 m higher elevation. We relate this difference to the effect of 

the mountain and headwallrockwall geometry (Noetzli et al., 2007), which result in a strong insolation difference between 520 

the NW and SE walls (Fig. 72). The processes that could be affected by this variable include permafrost degradation, thermal 

stresses, volumetric expansion of ice from freezing and thawing, or frost cracking from ice segregation. All of tThese 

processes have the potential to weaken the bedrock trough fracturing,  and thereby preconditioning the occurrence of rock 

fall processes. We first assess the general probability and potential effect of each process for the the Mt. Eiger Mountain sites 

before we discuss potential controls on the denudation efficiency. 525 

Permafrost degradation has been shown to significantly reduce rock wall stability (Gruber et al., 2004a; Haeberli et al., 

1997). For the cosmogenic sampling sites, statistical permafrost models predict that permafrost is likely to have occurred at 

least for some time in the past (Boeckli et al., 2012b, 2012a), but is expected to be more widespread in the upper NW 

headwallrockwall than in the SE and the NW footwall rockwall foot (Fig. 2). However, the relatively high temperatures 

(MAT = 1.8 °C; Table 1) rule out the occurrence of permafrost (Gruber et al., 2004b; Noetzli et al., 2007) particularly at the 530 

cosmogenic sites in the SE face, while lower MATs (< 0°C) potentially allowing for permafrost occurrence in the upper NW 

rockwall, at least during the past. Thus, degradation through permafrost alone seems an unlikely mechanism to explain the 

difference in denudation across the Eiger because it would affect the upper NW wall in an opposite way, which is not the 

case. However, despite the general increasingincrease ofin the number and the size of crackingcracks at the freezing front 

inunder permafrost conditions (Murton et al., 2006), the occurrence of permanently frozen rock might limit the availability 535 

supply of water within the rock itself, especially at colder temperatures withoutwhere a water reservoirs might be absent 

(e.g., Andersen et al., 2015; Anderson et al., 2013; Draebing et al., 2017b). 

Thermal stresses and subsequent expansion and contraction from daily solar temperature fluctuations can weaken bedrock 

and cause the growth of subcritical fractures growth (Aldred et al., 2016; Eppes et al., 2016). The occurrence of cycles where 

cracks open and close on a daily basis has indeed been observed in rock slopes (Draebing et al., 2017b; Rode et al., 2016). 540 

This mechanism has been shown to lead to a progressive growth of cracks (Collins and Stock, 2016). Thermal-mechanical 

rock fracturing would especially affect the SE wall, as it this flank experiences significantly more direct insolation 

throughout a year (Fig. 27). In a similar sense, volumetric expansion from freezing and thawing can also occur under natural 

conditions (Matsuoka, 2008), but it these processes are is limited by ice extrusion and requires a high degrees of water 

saturation and fast freezing (Davidson and Nye, 1985; Matsuoka and Murton, 2008). However, recent field (Draebing et al., 545 
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2017b) and laboratory experiments (Draebing and Krautblatter, 2019) in similar environments disclosed little evidence for 

significant frost cracking from volumetric expansion. Therefore,  (Draebing et al., 2017b) and cracking in lab environment 

(Draebing and Krautblatter, 2019). Thus, we do not consider that this mechanism exerts a significant control on the 

denudation rates at our cosmogenic nuclide sampling sites. 

Instead, we consider frost cracking from ice segregation and progressive growth of ice lenses (Walder and Hallet, 1985) as 550 

the mosta suitable mechanism that explains the denudation pattern we observe at the Mt. Eiger. Hallet et al. (1991) showed 

that tThese processes have supposedly have the potential to generate large stresses up to 30 MPa in bedrock (Hallet et al., 

1991). However, recent findingsexperiments revealed suggest much lower stresses, which only allow for subcritical 

cracksing to grow under subcriticasubcritical conditionsl crack growth (Draebing and Krautblatter, 2019). Frost cracking has 

been often been shown to be most effectiveassociated within a frost cracking temperature window (FCW) of between -3 °C 555 

to -8 °C within the rock (Hales and Roering, 2007; Walder and Hallet, 1985), but this temperature window might beis 

affected by rock the mechanical properties of the rockbedrock itself (Draebing et al., 2017b; Draebing and Krautblatter, 

2019; Matsuoka, 2001; Walder and Hallet, 1985). Theoretical modelling shows that whereas the lower boundary of the this 

window has no significant effect on the cracking efficiency., Wwhile an upper FCW boundary of -3°C should be considered 

to best capture the experimental results, particularly for limestone was suggested by (Hallet et al. (, 1991) and; Matsuoka (, 560 

2001) for limestone,). Draebing and Krautblatter (2019) thought that experimental results are consistent with an upper FCW 

boundary of However, recent findings found upper boundaries of up to -0.64°C. Furthermore, these authors alsoC (Draebing 

and Krautblatter, 2019) and suggested a strong dependency of the FCWe on lithology, crack geometry and fracture 

toughness (Rempel et al., 2016; Walder and Hallet, 1985). We tested the sensitivity of our results to thedependency of the 

frost cracking intensity on the FCW window by applying values that were determined by Draebing et al. (2017b) for slaty 565 

gneiss (instead for limestone). calculated for slaty gneiss from Draebing et al. (2017b). The results of theseThe model runs 

indicatedisclose two observations: First,  that the general pattern of the annual cracking intensity in relation to the MAT over 

MATs remains the same overfor various FCW MATs. Second and most important, and the differences int intensities 

forbetween the upper NW and thevs lower NW and SE conditionssites also remain the same (see Appendix B). However, the 

models also predict predictedthat the total fracture intensity increases with (i) the size and the upper boundary of the FCW 570 

(Fig. B1), and (ii) higher . and the increase with changes in MATs.  increase with the size and the upper boundary of the 

FCW (Fig. B1). Thus, further studies on the lithology specific FCW is needed to compare our predicted cracking intensity 

towith the results of other studies. Furthermore 

T, the selection of values for the thermal conductivity of the bedrock used in the model might also affect the predicted 

fracture intensityresults. In particular, while,  as lower conductivities (i.e., 1.2 W m−1 K−1) tend to promote increase the 575 

predictedthe cracking processes cracking intensity, while higher conductivities (i.e., ≥ 6.5 W m−1 K−1) decreasemitigate the 

occurrence of cracking  it to the point ofwhere any frost cracking differences  completely erasing any significant difference 

with changes in MAT od between the differentvarious sites at Mt. Eiger become undetectablenon-measurable (Fig. B2). 

However, the selected standard value of 3 W m−1 K−1 is in good agreement forwith reported values reported for limestone or 
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sandstone where temperatures are close to 0 °C (Schön, 2015). Therefore, we do not consider that  we  and thuour assigned 580 

values to the conductivitys, it does introduce a bias in the not distort the model predictions. 

 In general, water needs to be available for continued and efficient cracking Generally, frost cracking from ice segregation, 

and the model employed in this study scales cracking intensity with the availability of liquid water ability.  For steep and 

bare bedrock has this has been related to two distinct temperature conditions: i) cold regions with negative MATs and ii) 

warm regions with positive MATs, where temperatures occasionally reach the frost cracking window (Andersen et al., 2015; 585 

Anderson et al., 2013; Delunel et al., 2010; Hales and Roering, 2007; Savi et al., 2015). For the negative MAT case, water 

needs to be available for continued and efficient cracking. Accordingly, in the absence of a regolith cover as a reservoir, bare 

bedrock might stay frozen over longer periods and therefore permafrost might reduce the cracking efficiencywater 

availability (Andersen et al., 2015; Draebing et al., 2017b). For the positive MATs case, frost cracking only is predicted to 

only occurs in winter, when the surface is frozen and water is available from within the bedrock (Andersen et al., 2015; 590 

Anderson et al., 2013). In winter, however, cracking intensity could be reduced through a regolith layer, which would 

prevent the bedrock from reaching the temperatures of the frost cracking window. Extended snow cover could increase the 

frost cracking activity, since it has been shown to maintain the temperatures in the frost cracking window for a longer time 

interval, which facilitates the opening of fractures (Draebing et al., 2017b). For our Eiger sites at Mt. Eiger, the lower NW 

and the SE sites fall within the second temperature conditions favorable for frost cracking (Table 1), and water should be 595 

available through the network of faults within the bedrock (see Section 4.2). For the upper part of the north face, estimations 

of MATs estimation return modern values of -0.5 °C for the present (Table 1). For these conditions, , which correspond to a 

condition for which all models predict a limited cracking efficiency from ice segregation (Andersen et al., 2015; Anderson et 

al., 2013; Hales and Roering, 2007). At these conditionsIn addition, predicted frost cracking occurs only at shallow depths, 

as the deeper rock is completely frozen without any water circulation particularly in winter. In summer, however, pore water 600 

is likely to be available, but bedrock temperatures are not reaching the FCI window. As As a result, all modelled models 

predict that in the SE wall and in the lower part of the NW flank, annual 𝐹𝐹𝐶𝐶𝐹𝐹�����sfrost cracking processes are likely twice as 

efficient predict that cracking in the SE and lower NW footwall sectionas in the upper part of the NW face  is likely to be 

twice as efficient as in the upper segment of the north face (Figs. 6, and 78; Table 25). In summary, we consider that frost 

cracking from ice segregation, potentially affected by permafrost, and thermal stress as the most important mechanisms for 605 

the difference in rock fracturingthe erosion of Mt. Eiger. The effectiveness of these processes is additionally enhanced by 

mechanical weaknesses in the bedrock due to faults, gauges and foliations.   

5.4 Past and future conditions 

The modelled minimum exposure ages are 0.7 ka for EW-01, are 0.7 ka and 0.9 ka for EW-02 with apparent minimum 

exposure ages of up to 1.7 ka for EW-02 (Mair et al., 2019). This suggests , which implies that the denudation rates represent 610 

integrated averages for at least these time periods. Thus, conditions during these times might have changed. Modifications in 

local exposure geometry and in insolation could have only been achieved through the occurrence of bergsturz events (> 1 M 
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m3 rockfall volume).can  be ruled out, which wWe do not consider that this was the case because geological maps show 

thatjustify this through a lack of evidence for large rock fallsuitable sediment deposits in local geological maps are no 

voluminous scree deposits at the talus of Mt. Eiger (e.g., (Günzler-Seifert and Wyss, 1938; Mair et al., 2018)) events, which 615 

could have changed the local insolation conditions. Therefore, and because of the dependency of rock fracturing on 

temperatures, we consider variations in temperatures over the last two millenniaum as the only potential variable. However, 

𝐹𝐹𝐶𝐶𝐹𝐹����� calculated for mean current temperatures conditionss are not exceeding the 𝐹𝐹𝐶𝐶𝐹𝐹����� estimated for maximum temperature 

excursions in the past. This is even the case for ,s the medieval and Roman climate optimum, which was the warmest period 

with the largest temperature difference to the modern timesand theeven for the highest related variability difference during 620 

the warmest periods, which is are the medieval and Roman climate optimum (Fig. 6). In contrast, colder conditions, which 

could have prevailed during the little ice age and the migration period, would have resulted in a lower efficiency of frost 

cracking at all cosmogenic sites (Table 1)s. ThisThis reduction would have been be caused by a lower reduced water 

availability in the SE wall, and by temperatures notthat were too low to being low enough to again promote frost cracking 

again in the NW flank. . However, However, we note that the calculated differences in 𝐹𝐹𝐶𝐶𝐹𝐹����� between a warmer or a colder 625 

paleo-climate are lower than the contrasts in modern 𝐹𝐹𝐶𝐶𝐹𝐹����� between the upper sites in the NW headwallrockwall and the lower 

location on the same faceside of the Mt. Eiger. They are also lower than the modern 𝐹𝐹𝐶𝐶𝐹𝐹����� contrasts between the upper NW 

and SE headwallrockwall sites. 

Temperatures are projected to increase during the 21st century up to 0.36°C per decade for the European Alps (emission 

scenario A1B; Gobiet et al., 2014). Mean annual air temperatures for Switzerland in 2100 AD could be increase by between 630 

1.9 °C and up toeven 5.4 °C higher than incompared with the period 1981-2010 (emission scenarios RCP2.6 and RCP 8.5, 

respectively; CH2018). These projected inferred differences in temperatures are larger than allthe reconstructed variations 

excursions for the past (Table 1Fig. 6). Such an increase in temperature could enhance the efficiency of frost cracking under 

similar diurnal and annual temperature amplitudes, especially in combination with permafrost degradation (Gruber and 

Haeberli, 2007), e.g., in the upper part of the NW headwallrockwall. However, changes in precipitation and reduction of 635 

time spent in the frost cracking window might shift the overall controls on fracturing control to amplified thermal stresses, 

especially boosting rock fracturing on the SE face (Draebing et al., 2017b). 

6 Conclusions 

For our sites at the Mt. Eiger, 10Be and 36Cl nuclide inventories along depth profiles show that denudation on the SE wall and 

at the footwall base of the NW flankrock face (Fig. 78) are up to 4 times higher than the rates determined for the upper part 640 

of the NW headwallrockwall. These conditions might have prevailed for several centuries to millennia. The difference in the 

long-term average denudation rates particularly between the upper headwallrockwall of the Eiger north face, and the footwall 

base, and the SE faceside of this mountain, can be related to different efficiencies of rock fracturing processes, which 

strongly depend on temperature conditions (Fig. 78). Modelling indicates a strong contrast in frost cracking efficiency from 
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ice segregation between the upper (relatively low) and lower sites on the NW wall (relatively large efficiency), but also 645 

between the upper site on the NW flankrock face of the Mt. Eiger and the SE sites (also relatively large efficiency), which is 

caused by local temperature conditions. The contrast might be enhanced by permafrost in the upper NW wall. This could , 

which would potentiallyfurther could reduce waterthe availability of water and decrease thereby reducethe cracking 

efficiency. Furthermore, thermal stresses from differences in insolation might additionally enhance rock fracturing in the SE 

rock faces. Throughout the last millennium, conditions have been very similar to the present temperatures in bedrock, yet . 650 

cColder temperatures during the little ice age might have slightly reduced frost cracking efficiency. 

Appendix A: Denudation rate from in-situ cosmogenic 10Be depth profile 

We measured concentrations of cosmogenic 10Be along a depth profile at site EW-01 (Fig. 1) to extract information on local 

bedrock denudation rate, and exposure age. These variables were derived through Monte Carlo (MC) depth profile modelling 

techniques (Hidy et al., 2010). 655 

Sampling and 10Be measurement 

We collected five bedrock samples within a depth profile at site EW-01 (Fig. 01; Table 1) from quartz bearing recrystallized 

chert layers, from the wall of a tunnel that connects the Jungfraubahnen railway tunnel with the rockwall surface. The 

samples were collected onfrom the intact, bare bedrock wall, while the surface sample was taken onform the current bedrock 

face next to the tunnel opening. The bedrock material was quarried with a battery saw and chisel, thereby following standard 660 

sampling protocols (Dunai and Stuart, 2009). Each sample was 5 to 10 cm thick and consisted of 1 to 1.5 kg of rock material. 

Concentrations of cosmogenic 10Be were measured on quartz grains that were extracted from these samples. Sample 

preparation followed the procedure of Akçar et al. (2012) and took place at the Institute of Geological Sciences, University 

of Bern. 10Be/9Be ratios were measured by accelerator mass spectrometry (AMS) at the AMS facility at ETH Zurich, and 

were normalized to internal standard S2007N (Christl et al., 2013). The measured ratios were corrected withusing a long-665 

term, variance-weighted average, full process blank ratio correction of 2.48 x 10-15 with a relative weighted uncertainty of 

18.8% (from 28 in-batch measured blanks from the same 35Cl spike preparation over several months timemonths’ time). The 

correctionhis amounted to a relative correction between 3 and < 19 %. We used the long-term average, as we consider the 

spike as main source of contamination of the blank and samples and thus, of stochastic nature. However, we note that the 

measured in-batch blank showed a ratio of (4.81 ± 1.12) x 10-15. Using this value for correction would amount to relative 670 

blank corrections between 29% - 36% for samples EW-01-4, -5 and -6, which would render them uninterpretable, as 

concentrations would be too low to be considered as reliablye detected. Thus, all subsequent steps in processing and 

interpretation on the 10Be data rely on the validity of the long-term, variance-weighted average blank correction. 

Nevertheless, the rock samples show 10Be concentrations (Fig. A1) that rangeing from 1.9 x 104 at g-1 to 0.35 x 104 at g-1 

(Table A1) and that decrease with depth. The standard 1σ error (ranging from 0.07 x 104 at g-1 to 0.24 x 104 at g-1; Table A1), 675 
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which accounts for AMS reproducibility and counting statistics, shows relative uncertaintiesy ranging from 11 % to 69 %. 

These uncertainties are high, however, due to the low concentrations they still allow for a meaningful profile modelling. 

Depth profile modelling 

In-situ cosmogenic 10Be is mainly produced through spallation and muon reactions on O and Si (Gosse and Phillips, 2001). 

Accordingly, the production needs a scaling to geographic position and elevation, and it needs a correction for shielding 680 

from secondary cosmic ray particles (Gosse and Phillips, 2001; Lal, 1991). Production rate scaling for spallation production 

was done using the method of Stone (2000), which is based on the work of Lal (1991). We updated these approaches using 

the recalibrated reference dataset of Borchers et al. (2016) for our scaling framework. For the consideration of muogenic 

production, we used the parametrization scheme by Balco et al. (2008), which is based on muogenic production systematics 

presented by Heisinger et al. (2002a,b). The experimental fit for muogenic production of these authors, however, is known to 685 

yield in an up to ~ 40% overestimation of muogenic 10Be production (Borchers et al., 2016; Braucher et al., 2003, 2013). To 

account for this eaffect, an uncertainty of 40 % was assigned on the muogenic production during the MC modelling, which is 

described below. We finally computed an open sky visibility onover 1° azimuthal increments to account for rockwall and 

bedrock specific geometry and shielding. This was done using a high resolution (2m) DEM provided by the Swiss Federal 

Office of Topography (Swisstopo) as basis. We used the combination of these constraints to calculate a total site-specific 690 

shielding factor (𝑆𝑆𝑇𝑇) and apparent attenuation length (Λ𝑓𝑓,𝑒𝑒) for spallogenic production with the CRONUS Earth online 

Topographic Shielding Calculator v2.0 (Marrero et al., 2016). The shielding factor (𝑆𝑆𝑇𝑇 ) was used to correct for both 

spallogenic and muogenic production, which is necessary due to the large height of the rockwall (Mair et al., 2019). The site-

specific apparent attenuation length for spallogenic production (Λ𝑓𝑓,𝑒𝑒) was used to correct for geometric effects (Dunne et al., 

1999; Gosse and Phillips, 2001). A detailed discussion of the approach can be found in the supplement of Mair et al. (2019).  695 

The modelling of TCN profiles in bedrock requires the consideration of possible inherited nuclides from previous exposure. 

For bedrock profiles, we explain the occurrence of inherited nuclides with a history where bedrock was previously exposed 

to cosmic rays. This could have been achieved in a scenario where the current exposure started with an erosion event that 

was too small to completely reset the TCN clock. Alternatively, inherited nuclides at depth can build up through a prolonged 

period during which the exposed surface has experienced a low denudation rate. Such a mechanism would allow for the 700 

accumulation of “excess nuclides” at depth. However, since such an exposure can only occur through a removal of bedrock 

material, such an a concentration of inherited nuclides would have been produced by muons only (due to the position of the 

sample at significant depth) and would follow an exponential decrease with depth (Mair et al., 2019). To account for excess 

nuclides, we modelled an inherited nuclide concentration for the surface sample (𝐶𝐶𝑖𝑖𝑖𝑖ℎ), which we used to parametrize 

potentially inherited nuclides at depth (𝐶𝐶𝑖𝑖𝑖𝑖ℎ,𝑧𝑧) following 705 

𝐶𝐶𝑖𝑖𝑖𝑖ℎ,𝑧𝑧  = 𝐶𝐶𝑖𝑖𝑖𝑖ℎ ∙ 𝑒𝑒
(− 𝑍𝑍

 Λ𝑖𝑖𝑖𝑖ℎ
)
. 

We used the value of a fitted muon attenuation length of 4852 g cm-2 for Λ𝑖𝑖𝑖𝑖ℎ, which is in good agreement with published 

reconstructed muon attenuation lengths (Braucher et al., 2013). 
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In general, a MC approach for depth profile modelling requires initial computational boundaries for the modelled quantities, 

i.e., exposure age, potential inherited nuclides and denudation rate (Hidy et al., 2010). We selected a broad range for these 710 

values in an effort not to predetermine the solution space and thus not to bias the interpretation. We thus set a constraint of 

(i) 75 ka on the exposure age (which is an uppermost limit given the 20 ka for the LGM), (ii) the 10Be concentration of the 

surface sample (i.e., 1.9 x 104 at g-1) for inherited nuclides at depth and (iii) a maximum rate of 1500 cm kyr-1 on the 

denudation variable and thus a maximum of 12, 15 and 20 m for the cumulative amount of denudation  for up to 75 ka. 

These estimates are considered as conservative values because they represent uppermost bounds for a possible exposure age, 715 

denudation rate and an inherited concentration (for a full justification see method section of Mair et al., 2019). We used these 

3 values because the deepest samples were taken at depths close to or exceeding 7 m and consequently, the production of 

TCN has almost exclusively occurred by muon pathways. Muon attenuation scales exponentially, with reported muon 

attenuation lengths between ~4000 and 5300 ± 950 g cm−2 for 2.7 g cm−3 rock density (e.g., Braucher et al., 2013). This 

translates tointo muon attenuation depths of ~15 and ~19 m for 1 attenuation length, and ~30 to ~38 m for 2 attenuation 720 

lengths, which accounts for a reduction of muogenic production by ~63% and ~87%, respectively. This means that 

independent of the attenuation length, our deepest samples would have to be located at a depth of > 23 m at the start of the 

exposure to allow for more than 20 m of total erosion to occur. Any potential nuclides inherited from before would then have 

accumulated at this depth or even deeper (Mair et al., 2019). The main purpose of running three setups for the cumulative 

amount of denudation is to test whether the independence of the model results depend on the initial parameter constraints on 725 

denudation, which is not the case here (see next chapter). We note that this approach is not applicable to extract exposure 

ages without independent denudation constraints (Anderson et al., 1996; Hidy et al., 2010). 

For rock density, we employed a uniform value of 2.68 ± 0.04 g cm-3 to account for the full density range between pure 

quartz (2.65 g cm-3), the local limestone (2.68 ± 0.02 g cm-3 measured by Mair et al., 2019) and pure limestone (2.71 g cm-3). 

This also includes density effects related to the occurrence of nodular chert, which was sampled for the purpose of this study. 730 

We ran the MC model until we obtained 105 profiles where the modeled concentrations fall within a 2σ-confidence interval 

of the measured 10Be concentrations (which corresponds to reduced χ2 value < 3.09). All input parameters for the MC 

modelling are reported in Table A2. The documentation and raw results are provided in the supplement file. 

Model results 

The MC simulation returned 105 profiles where the model concentrations are within a 2σ measurement confidence interval 735 

with a minimum atof reduced χ2 = 2.32, whichwhile χ2 are lowest close to the mean and the estimates of median denudation 

rates and inherited nuclide estimation. The MC simulation returns consistent values for inherited nuclides and denudation 

rate, where mean and median values are in good agreement and follow a well-defined Gaussian distribution (Fig. A31; 

complete modelling results are provided in the Supplement).  Thus, the MC simulation results are independent of the initial 

constraint on total denudation (Table A3). In detail, mean modelled inherited concentrations range from (2.4 ± 0.6) x 103 at 740 

g-1 to (2.6 ± 0.7) x 103 at g-1 10Be, accounting for 13 – 14% of the measured concentration for the surface sample. Mean 

denudation rate values range between (63.4 ± 13.5) cm kyr-1 and (64.7 ± 12.1) cm kyr-1. Surface exposure ages cannot be 
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estimated from the differing distributions forof the model run resultss. However, the MC simulations yield agreeing 

minimum ages of 0.7 ka. 

Appendix B: Sensitivity of the frost cracking model  745 

The frost cracking model of Andersen et al. (2015), which was employed in this paper, was run with the authors’ standard 

setup, using the input values given in Table B1. The resulting annual 𝐹𝐹𝐶𝐶𝐹𝐹����� predictions are most sensitive to flow restrictions 

for water and to different FCW windows (Andersen et al., 2015). The former are discussed in detail by Andersen et al. 

(2015). These authors concluded that in case where no restrictions are set to water supply and water flow, then the cracking 

intensity is predicted to increase for positive MATs, but the relationships between MATs and the predicted 𝐹𝐹𝐶𝐶𝐹𝐹�����s will remain. 750 

In contrast, in case where water supply is substantially restricted, then 𝐹𝐹𝐶𝐶𝐹𝐹�����  values will increase for negative MATs 

(Andersen et al., 2013; 2015 see their Fig. 11). According to Anderson et al. (2015), only the predicted 𝐹𝐹𝐶𝐶𝐹𝐹����� pattern and 

intensity will only change significantly for the case where the FCW will be lowered to the window between -15 to -4 °C. 

However, the sensitivity analysis of these authors did not incorporate the range of recently reported FCW values for slaty 

gneisses (Draebing et al., 2017b), which are characterized by a significantly higher upper temperature threshold (i.e., -9.3 °C 755 

to -1.4°C) and a smaller temperature range (i.e., -4.5 to -1.8 °C). We used these values together with a FCW between -8 to -3 

°C, which has been proposed for limestones (Matsuoka, 2001). With this setup, we aim to test the sensitivity of the model on 

the FCW. While the model predicts higher absolute 𝐹𝐹𝐶𝐶𝐹𝐹����� intensities for higher upper threshold temperatures, the relative 

relation with the MAT remains the same for all our settings and temperature regimes (Fig. B1). We further tested the 

sensitivity of the model for the thermal conductivity values that we employed in this paper, because thermal conductivities 760 

vary with bedrock type (e.g., Schön, 2015; and references therein). We did so by running the model with standard settings 

and bedrock thermal conductivity values of 1.2 and 6.5 W m-1 K-1. This corresponds to the upper and lower bounds for 

gneisses and to the mean values for mono-mineralic quartz (Schön, 2015; and references therein). The results predict an 

absolute and relative increase in predicted 𝐹𝐹𝐶𝐶𝐹𝐹����� for positive MATs and for lower thermal conductivities. In contrast ,very 

high thermal conductivities would reduce 𝐹𝐹𝐶𝐶𝐹𝐹����� to a point, where no significant dependence on the MAT is present (Fig. B2). 765 

We note here that reported values for limestone at temperatures close to 0°C are close to the standard model value of 3.0 W 

m-1 K-1. 

Code availability 

The code for the MC simulations is a modified version of the Mathcad™ file of Hidy et al. (2010), and provided in the 

supplement file. The code for the frost cracking model is available in the supplement of Andersen et al. (2015). 770 
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Figures 

 

 985 
Figure 1: Mt. Eiger in the Central Swiss Alps (insert) is characterized by steep SE and NW rockwalls (a); Sites for denudation rate 
estimations with cosmogenic nuclides and temperature loggers from Gruber et al. (2004b) are indicated. (b) Schematic section along trace 
highlighted in panel (a); Cosmogenic sampling sites (stars) are projected into the section, and elevation of sample sites are also indicated. 
The area used for slope angle distribution is indicated in Fig. 2b. 
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Figure 2: Differences in local temperature conditions between the NW and the SE face. (a) Potential annual solar insolation in hours over 
a year (2015), calculated using the hemispherical viewshed algorithm included in ESRIs ArcGISTM (Fu and Rich, 2002). (b) Slope angle 
map calculated from a high-resolution DEM (Swiss Alti3D 2m, 2015; provided by the Federal office of topography, swisstopo) for the 
NW and SE of Mt. Eiger. (c) Field photograph of the NW wall, taken in the summer of 2017 AD, with local clouds illustrating the 
potential difference in microclimatic conditions. 995 
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Figure 3: (a) Complete daily averaged PERMOS (2019) temperature data for the upper NW (EF) and the SE sites (EM). (b) Daily 
averaged hydrological year 2002, which were used in this study for the study to estimate 𝒅𝒅𝒅𝒅𝒂𝒂 and 𝒅𝒅𝒅𝒅𝒅𝒅. For modern min, mean and max 
estimations only complete years were used. Synthetic temperature curves which were used for the frost cracking model for the upper NW 
(blue) and SE (red) sites for modern mean (c), modern minimum (d) and modern maximum conditions (e). Shaded area corresponds to the 1000 
frost cracking window of -3 to -8 °C. See text for discussion.  
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Figure 4: Bedrock fabric and discontinuity network at sample sites EM-01 and EM-02 at the SE sides. (a) Bedrock at current surface close 
to EM-01 highlighting the weathering paths along preexisting weaknesses. (b) Details of the bedrock fabric at site EM-02 with structural 1005 
interpretation in the right panel. (c) Fault zone near the sampling sites that deeply penetrate the Eiger (based on Appendix image from Mair 
et al., 2018). Structural orientation data partly based on Mair et al. (2018). 
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Figure 5: Bedrock fabric from cosmogenic sites within the NW face, at site EW-02 (a). (b,c) Details with ice lenses present during 
sampling on Dec. 1st 2016 AD, highlighting the relation of fractures with the pre-existing structures. (d) Structures at sampling sites EW-1010 
01. (e) Bedrock discontinuities relevant for bedrock fracturing, synthesized for the NW headwallrockwall. 
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Figure 6: Modelled annual frost cracking intensity (𝑭𝑭𝑭𝑭𝑭𝑭�����) for the individual sites and the different thermal regimes. For the site-specific 
model run conditions (min, max, mean and 2002) see Table 1 and Section 3.2. Resulting 𝑭𝑭𝑭𝑭𝑭𝑭����� values for the indicated circles are presented 1015 
in Table 4. MAT = mean annual temperature, LIA = little ice age, MCA = medieval climate optimum, MP = migration period, Roman 
climatic optimum.. 
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Figure 78: Schematic section (for trace see Fig. 1) with main findings indicated. MAT = mean annual temperature, 𝑭𝑭𝑭𝑭𝑭𝑭����� = annual frost 1020 
cracking intensity index, ε = denudation rate. 𝑭𝑭𝑭𝑭𝑭𝑭����� symbols represent mean modern temperature conditions (Table 4), MAT symbols 
represent mean modern temperature conditions color-coded with symbol size representing mean annual, diurnal amplitude (Table 1); see 
text for discussion. 
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Figure A1: Results forAnalysis of cosmogenic 10Be analysis at site EW-01. (a) Measured 10Be concentrations plotted against the Monte 1025 
Carlo (MC) solution space (light colors) and the best-fit profiles. (b) Denudation rate histogram from the MC modelling for 105 model 
profiles and (c) with corresponding reduced chi-square (χ2) values showing (c). Different model setup results are superimposed (for 
discussion see text). 
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Figure B1:  𝑭𝑭𝑭𝑭𝑭𝑭����� sensitivity to different frost cracking windows (FCW) for the frost cracking model, with standard model inputs from 1030 
Andersen et al. (2015) in the upper row, and two windows from Draebing et al. (2017b) in the middle and lower row, respectively. These 
are dependent on the mechanical bedrock properties and were originally calculated for anisotropic slaty paragneisses. Shaded area 
corresponds to reconstructed historical temperature range; vertical bars indicate modern mean, min. and max. MAT conditions and curves 
represent the corresponding 𝒅𝒅𝒅𝒅𝒂𝒂 and 𝒅𝒅𝒅𝒅𝒅𝒅 conditions. Note the different y-axis scale for the 𝑭𝑭𝑭𝑭𝑭𝑭����� of each row. 
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Figure B2: 𝑭𝑭𝑭𝑭𝑭𝑭����� sensitivity to thermal conductivity of bedrock (kr). Modelled results for 𝑭𝑭𝑭𝑭𝑭𝑭����� results with kr = 1.2 W m−1 K−1 (dashed 
lines) and kr = 6.5 W m−1 K−1 (solid lines), representing upper and lower thresholds for thermal conductivities compiled for various 
lithologies (Schön, 2015). Model set up to standard conditions of Andersen et al. (2015) for all other input variables. The shaded area 
corresponds to the reconstructed historic temperature range. 
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Tables 

TCN Site EW-01 EW-02 EW-03 EM-01 EM-02 

Elevation [m] 2844 2803 2530 3100 3122 

Slope [°] 50 53 83 75 75 

Aspect [°] 370 298 7 96 111 

Denudation rate [cm kyr-1] 63.4 ± 143.5a 45.4 ± 9a9b 
350.1 ± 

135ab 

172.0 ± 

43a43b 

258 ± 

66a66b 

 Upper NW Lower NW SE 

Temperature regime NGST 2002 

MAT [° C] -0.5 n/a 1.3 

𝑑𝑑𝑑𝑑𝑎𝑎 [° C] 8.1 n/a 10.3 

𝑑𝑑𝑑𝑑𝑑𝑑 [° C] 5.8 n/a 7.8 

 NGST Present (2001 - 2014) 

MAT [° C] -0.5 ± 0.5 (1.5 ± 0.5)ǂ 1.8 ± 0.8 

𝑑𝑑𝑑𝑑𝑎𝑎 [° C] 8.1 ± 1.3 (9.0 ± 1.5)* 10.7 ± 1.7 

𝑑𝑑𝑑𝑑𝑑𝑑 [° C] 6.1 ± 0.7 (7.0 ± 1)* 7.7 ± 0.9  

 19th century AD 

MAT [° C] -1.3 0.7 1.0 

 LIA 

MAT [° C] -1.8 0.2 0.5 

 MCA 

MAT [° C] -0.1 1.9 2.2 

 Migration period 

MAT [° C] -2.3 -0.3 0 

 Roman climate optimum  

MAT [° C] 0.3 2.3 2.6 

Table 1: Study site parameters and reconstructed temperature values. NGST sites from Gruber et al. (2004b); temperature data available at 
http://www.permos.ch/data.htmlhttp://www.permos.ch/data.html (PERMOS 2019). For used record, see method section. a rate 
dependent on 10Be blank correction (see Appendix A), a b data from Mair et al. (20189), ǂ scaled from the Eigerfenster site (Gruber et al., 
2004b), * values assumed (see section 3.2 for details). TCN = terrestrial cosmogenic nuclide, NGST = near ground surface temperatures at 1045 
a depth of 10cm, LIA = little ice age, MCA = medieval climate optimum, MAT = mean annual temperature, 𝒅𝒅𝒅𝒅𝒂𝒂 = amplitude of annual 
temperature variation, 𝒅𝒅𝒅𝒅𝒅𝒅 = mean amplitude of diurnal variation; n/a = not available. 
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T regime Model setups (𝒅𝒅𝒅𝒅𝒂𝒂 and 𝒅𝒅𝒅𝒅𝒅𝒅) 𝑭𝑭𝑭𝑭𝑭𝑭����� min.  

MAT [°C m] 

𝑭𝑭𝑭𝑭𝑭𝑭����� mean 

MAT [°C m] 

𝑭𝑭𝑭𝑭𝑭𝑭����� max. 

MAT [°C m] 

𝑭𝑭𝑭𝑭𝑭𝑭����� 2002  

MAT [°C m] 

SE 

Min 2001- 2014 0.12 0.14 0.16 n/a 

Mean 2001- 2014 0.18 0.20 0.21 0.17 

Max 2001- 2014 0.22 0.24 0.25 n/a 

NW 

Min 2001- 2014 0.07 0.07 0.08 n/a 

Mean 2001- 2014 0.09 0.09 0.10 0.09 

Max 2001- 2014 0.10 0.11 0.12 n/a 

Lower NW 

(EW-03) 

Min 2001- 2014 0.10 0.10 0.11 n/a 

Mean 2001- 2014 0.15 0.16 0.17 n/a 

Max 2001- 2014 0.19 0.20 0.21 n/a 

Table 25: Selected annually integrated frost cracking efficiencies (𝑭𝑭𝑭𝑭𝑭𝑭�����) for the studied temperature regimes, and the different 1050 
model runs with the respective mean annual temperatures (MAT). T = temperature, n/a = not available. 
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Sample  Depth  

[cm] 

Dissolved 

Qtz [g] 

109Be spike 

[mg] 

10Be/9Be measured 

[10-14] 

10Be measured concentration 

[104 at/g] 

EW-01-1 0.0 50.01830 0.1991 7.39 ± 0.8 1.90 ± 0.21 

EW-01-3 73.3 50.07070 0.1988 5.08 ± 0.96 1.28 ± 0.26 

EW-01-4 103.5 44.37640 0.1988 1.66 ± 0.56 0.424.23 ± 0.17 

EW-01-5 207.0 50.12830 0.1991 1.35 ± 0.27 0.292.92 ± 0.07 

EW-01-6 327.8 50.20810 0.1990 1.56 ± 0.9 0.353.48 ± 0.24 

Table A1: Measured 10Be/9Be ratios and 10Be concentrations for samples of depth profile EW-01. 10Be concentrations were adjusted using 
a weighted long-term average blank ratio of 2.48 x 10-15, amounting to corrections of between 3 and <19 % (see discussion in text). 1055 
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Parameter Value 

Elevation [m] 2844 

Latitude [degree] 46.58070 

Longitude [degree] 8.00181 

Slope [°] 50 

Strike [°] 227.2 

Shielding factor 𝑆𝑆𝑇𝑇 0.55 

Cover correction 1 

Reference production rate [at g-1 a-1] 4.01 

Local spall. production rate [at g-1 a-1] 19.84 ± 1.98 

Uncertainty of 10Be half-life [%] 5 

Depth of muon fit [m] 30 

Density [g cm-3] 2.68 ± 0.04 

Error on muogenic production rate [%] 40 

Apparent attenuation length Λ𝑓𝑓,𝑒𝑒 [g cm-2] 153.2 ± 15.3 

χ2 cut-off 3.09 

Min. age [a] 0 

Max. age [a] 75000 

Min. denudation rate [cm kyr-1] 0 

Max. denudation rate [cm kyr-1] 1500 

Min. total denudation [cm] 0 

Max. total denudation [cm] 1200, 1500, 2000 

Min. inheritance inherited nuclides [at g-1] 0 

Max. inherited nuclidestance [at g-1] 19012 

Table A2: Input parameters for the modified Monte Carlo (MC) simulation code of Hidy et al. (2010). 
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 Age ε Inh. Age ε Inh. Age ε Inh. 

 
[ka] [cm/kyr] [103 at/g] [ka] [cm/kyr] [103 at/g] [ka] [cm/kyr] [103  at/g] 

 12 m max. denudation 15 m max. denudation 20 m max. denudation 
MEAN 9.3 63.4 2.6 11.6 64.0 2.5 15.4 64.7 2.4 

STD 5.4 13.5 0.7 6.8 12.8 0.7 9.1 12.1 0.8 

MEDIAN 9.0 64.3 2.6 11.3 64.6 2.6 15.1 65.0 2.4 

MODE 1.1 64.3 3.0 1.2 63.0 3.0 1.2 62.8 2.0 

Min 0.7 0.0 0.0 0.7 0.0 0.0 0.7 0.1 0.0 

lowest χ2 6.8 98.5 2.2 21.1 63.4 1.9 21.1 63.4 1.9 

Max 29.9 114.9 4.5 37.3 113.3 4.7 54.3 114.9 4.9 

Table A3: Result statistics for Monte Carlo (MC) depth profile modelling of profile EW-01. 
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Parameter Value 

Flow restriction in warm bedrock [m-1] 2.0 

Flow restriction in cold bedrock [m-1] 4.0 

Critical water volume [m] 0.04 

Porosity bedrock 0.02 

Basal heat flow [W m-2] 0.05 

Thermal conductivity water [W m-1 K-1] 0.56 

Thermal conductivity ice [W m-1 K-1] 2.14 

Thermal conductivity bedrock [W m-1 K-1] 3.0 

Volumetric heat capacity water [kJm-3 K-1] 4210 

Volumetric heat capacity ice [kJm-3 K-1] 1879 

Volumetric heat capacity bedrock [kJm-3 K-1] 2094 

Specific latent heat of water [J kg-1] 333.6 

Density of water [kg m-3] 1000 

Table B1: Model parameters for the frost cracking model of Andersen et al. (2015) used and not already given in Section 3 of the main 
text. 
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