The role of frost cracking in local denudation of steep Alpine rockwalls over millennia (Mt. Eiger, Switzerland)
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Abstract. Denudation of steep rockwalls is driven by rock fall processes of various size and magnitude. Rockwalls are sensitive to temperature changes mainly because thermo-cryogenic processes weaken bedrock through fracturing, which can pre-condition the occurrence of rock fall. However, it is still unclear how the fracturing of rock together with cryogenic processes impact the denudation processes operating on steep rockwalls. In this study, we link data on long-term rockwall denudation rates at Mt Eiger (Central Swiss Alps) with the local bedrock fabric and the reconstructed temperature conditions at these sites, which depend on the insolation pattern. We then estimate the probability of bedrock for failure through the employment of a theoretical frost cracking model. The results show that the denudation rates are low in the upper part of the NW rockwall, but they are high both in the lower part of the NW rockwall and on the SE face, despite similar bedrock fabric conditions. The frost cracking model predicts a large difference in cracking intensity from ice segregation where the inferred efficiency is low in the upper part of the NW rockwall, but relatively large on the lower section of the NW wall and on the SE rock face of Mt. Eiger. We explain this pattern by the differences in insolation and temperature conditions at these sites. Throughout the last millennium, temperatures in bedrock have been very similar to the present. These data thus suggest the occurrence of large contrasts in microclimate between the NW and SE walls of Mt. Eiger, conditioned by differences in insolation. We use these contrasts to explain the relatively low denudation rates in the upper part of the NW rockwall, and the rapid denudation in the SW face and in the lower part of the NW rock face where frost cracking is more efficient.

1 Introduction

Steep bare bedrock faces are a common feature of alpine landscapes. They are situated at various elevations but are especially prominent in high altitude environments. These rock surfaces experience a variety of physical and chemical processes, that result in the formation of new fractures and in the enlargement of existing weakness zones (Krautblatter and Moore, 2014; and references therein), which promote the denudation of these rockwalls. Previous research has resulted in the generally accepted notion that among the various mechanisms leading to rockwall denudation, rock fall and rockslide
processes are the most important agents (e.g., Krautblatter et al., 2012; Moore et al., 2009), mainly because all loosened material is eventually removed by gravitational processes. In this context, laboratory experiments disclosed a close relationship between rock fracturing and temperature variations (e.g., Draebing and Krautblatter, 2019; Murton et al., 2016). In cold and permafrost areas, a set of three different, but closely related physical processes have been proposed to cause rock to fracture (e.g., Haeberli et al., 1997; Walder and Hallet, 1985; Draebing et al., 2014). These include (i) thermal processes resulting in permafrost degradation by increased thawing (Haeberli et al., 1997; Harris et al., 2001; Krautblatter et al., 2013), (ii) thermal stresses (Collins and Stock, 2016; Eppes et al., 2016), and (iii) cryogenic processes including frost shattering by volumetric expansion during freezing (Matsuoka, 1990; Matsuoka and Murton, 2008) and frost cracking by ice segregation (Murton et al., 2006; Walder and Hallet, 1985). The effectiveness of cryogenic processes is governed by volumetric expansion in response to diurnal and seasonal temperature variations (Matsuoka, 2008) and ice segregation (Anderson, 1998) respectively, and by temperature gradients in the bedrock (Hales and Roering, 2009; Matsuoka and Murton, 2008). Additionally the effectiveness particularly of cryogenic processes is strongly influenced by local water availability (Andersen et al., 2015; Anderson et al., 2013; Draebing et al., 2014; Sass, 2005), which conditions the formation of ice and thus the occurrence of rock falls mainly through the increase in local stresses as ice grows (Draebing and Krautblatter, 2019; Matsuoka, 2008). This requires, however, that the cooling of water and the formation of ice occurs rapidly, and that the pore space is saturated with water (Walder and Hallet, 1986). These conditions limit the effective expansion to a short time window (Davidson and Nye, 1985; Draebing and Krautblatter, 2019), which rarely occurs under natural conditions as recent studies have shown (Draebing et al., 2017b). Frost cracking from ice segregation is caused by the progressive ice growth in fractures at the freezing front (Hallet et al., 1991; Matsuoka and Murton, 2008; Walder and Hallet, 1985). This process requires the supply and thus the circulation of unfrozen water in bedrock (Andersen et al., 2015; Hales and Roering, 2009; Walder and Hallet, 1985). Fracturing processes are additionally dependent on the variations in rock-type and -strength (Draebing and Krautblatter, 2012, 2019; Murton et al., 2016; Sanders et al., 2012), and they are influenced by discontinuities in the bedrock fabric (Draebing et al., 2014; Matsuoka, 2001). In this context, it has been documented that the fabric of rock exerts a strong control on rock falls where a higher fracture density in bedrock promotes the occurrence of rock falls and rock slides (e.g., Amitrano et al., 2012; Anderson, 1998; Draebing et al., 2017b; Matsuoka, 1990). Thus, in addition to climatic conditions, bedrock pre-conditioning through faulting and folding exerts a significant control on the efficiency and scale of rock fall activity (Draebing et al., 2017b; Krautblatter and Moore, 2014; Sass and Wollny, 2001). As a final, closely related mechanism, it has been shown that paraglacial adjustment of the stress field in the local bedrock can induce rock fracturing and, as a consequence, increase rock fall activity (McColl, 2012; McColl and Draebing, 2019), even up to millennia after ice degradation (Grämiger et al., 2017). Although these relationships are well understood, little is known on how rapid denudation of bedrock rockwalls has proceeded, and how denudation in these settings has responded to climatic changes particularly if longer time scales spanning millennia are considered (e.g., Gruber et al., 2004a; Krautblatter et al., 2013; Krautblatter and Moore, 2014).
Here, we study the millennial-scale denudation in vertical rockwalls at Mt. Eiger in the Swiss Alps (Fig. 1) in an effort to explore the mechanisms of denudation of this vertical headwall and the underlying controls. To achieve these goals, we collect data about the bedrock fabric of this mountain, to illustrate how the high fracture density has preconditioned the headwall for rockfall processes to occur. We then present temperature and paleoclimate data to document that the NW and SE faces of the Eiger have experienced differences in insolation and thus contrasting microclimatic conditions. We complement this dataset with published information on in-situ rockwall denudation rates on both sites of the Eiger. Denudation rates at these sites have been derived from terrestrial cosmogenic nuclide (TCN) concentrations in bedrock depth profiles. We finally combined this information into a simplified frost cracking model to explore how the local bedrock fabric and temperature conditions have driven the erosion of the headwalls of Mt. Eiger.

2 Setting

The Eiger Mountain (Fig. 1) is characterized by a steep, approximately 1800 m-high NW face. This NW rock face can be subdivided in an upper part that ranges in elevation between c. 3950 m a.s.l. and 2800 m a.s.l where the wall is > 50° steep and nearly vertical in some locations (Figs. 1b,2), and in a flatter base segment (lower part), which continuously grades into grassland beneath an elevation of 2200 m a.s.l. On the opposite side, the SE rock face is a several hundred-meter yet equally steep rock wall (> 60° slope angle), and two small cirque glaciers feeding into a larger active glacier further downslope (Figs. 1a,b) border the rockwall foot.

The morphology of the Alps largely records the response of glacial erosion during the Last Glacial Maximum (LGM) and previous glaciations (Schlunegger and Norton, 2013). For the region surrounding Mt. Eiger, the history of glacial coverage and erosion can only be inferred indirectly from reconstructions of previous ice extents, accomplished e.g., through the dating of moraines or the mapping of ice trim lines, since there is no geomorphic data available for Mt. Eiger itself that could be used to identify the glacial imprint on this mountain. However, a reconstruction of the glacial coverage of the Alps during the LGM (Bini et al., 2009; Kelly et al., 2004) shows that the Alpine glaciers were large enough to cover the NW rock face even above 2800 m a.s.l.. These glaciers disappeared shortly before c. 18 ka (Wirsig et al., 2016a,b), and the NW rock face of the Mt. Eiger has been largely ice free since then. Exceptions are the small ice bodies on the uppermost part of the rock wall itself, e.g., the so-called ‘white spider’ (Weisse Spinne; Fig. 1). These small ice fields are reminiscent of cirque glaciers. On the SE side, the upper part of the rock face situated above 3000 m a.s.l. was not covered by ice since the at least the glacial advance during the Egesen Stadial of the Younger Drays, approximately 12 – 11 ka ago (Ivy-Ochs et al., 2009). This was thus the last time when local glaciers could have covered the rock wall above 3000 m elevation.

The denudation processes and rates operating on Mt. Eiger have already been analyzed in a previous study, where concentrations of in-situ cosmogenic $^{36}$Cl were measured in rock samples collected in five depth profiles, of which four were diagnostic enough for estimating denudation rates (Mair et al., 2019). The sites were situated on the SE (sites EM-01 and EM-02, Fig. 1) and on the NW bedrock rock faces of the Eiger (sites EW-02 and EW-03; Fig. 1). On the NW rock face, site
EW-03 is located in the base segment at an elevation of 2530 m.a.s.l., whereas site EW-02 is situated near the base of the upper, nearly vertical part at an elevation of 2803 m a.s.l. On the SE rock face, both depth profiles are located at c. 3100 m a.s.l. The results yielded generally high denudation rates, ranging between c. 0.5 mm yr\(^{-1}\) and c. 3.5 mm yr\(^{-1}\) over the last centuries to millennia (Table 1; Mair et al., 2019). On the NW rock face, denudation rates are c. 3.5 mm yr\(^{-1}\) at the base of the Eiger (site EW-03) and c. 0.5 mm yr\(^{-1}\) and thus substantially lower in the upper part of the rock wall (site EW-02). In the SW face, denudation rates range between 1.7 and 2.6 mm yr\(^{-1}\) (sites EM-01 and EM-02). We complement this denudation rate dataset with cosmogenic nuclide data of a further depth profile EW-01. This fifth section is situated at 2844 m a.s.l. (Swiss Coordinates 643168/158980), near the base of the upper part of the NW face and thus close to site EW-02 (Table 1) for which Mair et al. (2019) reported the lowest denudation rates of c. 0.5 mm yr\(^{-1}\) (Figs. 1a, 1b). The bedrock at sites EM-01, EM-02 and EW-02 and EW-03 mainly comprises limestone, and this was also the reason why Mair et al. (2019) measured millennia denudation rates based on \(^{36}\)Cl concentrations in depth profiles. Similar to Mair et al. (2019), cosmogenic samples were taken from a tunnel that connects the Jungfraubahnen railway tunnel with the rockwall surface of the Eiger. These tunnels were used to depose material during tunnel construction between 1896 and 1905 AD.

3 Methods

We aim to link the results of the cosmogenic nuclide analysis to the observations on the bedrock fabric, and we employ a frost cracking efficiency model to explore a potential dependency of denudation on bedrock and climate conditions. The range of methods thus includes field work to map the bedrock fabric and to determine the spacing between fractures and joints. We complemented the Mair et al. (2019) denudation rate estimates with additional cosmogenic data, but analyzed the bedrock for in-situ \(^{10}\)Be instead because the bedrock at EW-01 is a siliceous limestone and thus contains sufficient quartz minerals. We present all methodological details and the results for site EW-01 in Appendix A since we employed an approach similar to Mair et al. (2019). We additionally compiled temperature data and combined these into a modeling framework on frost cracking processes where the model outputs will be constrained by previously published \(^{36}\)Cl-based denudation rates on the Eiger north and south faces.

3.1 Investigations of bedrock fabric

Fieldwork, including bedrock sampling for TCN analysis (see Appendix A), took place in winter of 2016 and summer 2017. Bedrock fabric data was collected using a geological compass. We mapped lithological contacts, the orientation of bedding and foliation planes and the geometries of faults using techniques in structural geology. Upon mapping, we particularly focused on investigating crosscutting relationships between the structural fabrics, and on completing the inventory of structures at the outcrop scale (Mair et al., 2018). We determined mean values from orientation data using a spherical mean. These values were separately determined for the various structure categories that we identified in the field upon mapping (Vollmer, 1995). Data visualization and stereo plot generation was done using the Orient 3.4.2 software (Vollmer, 2015). A
handheld GPS was used to geo-reference the collected data. Digital and analogue topographic maps were based on the 2m
digital elevation model (SwissAlti3D, provided by the Federal office of Topography, swisstopo) for surface outcrops, and
on a high-resolution elevation map of the Jungfraubahnen railway tunnel for subsurface data.

3.2 Temperature data and insolation

Fracturing of rock from frost damage and permafrost occurrence are both dependent on in-situ bedrock temperatures, where
the mean annual temperature (MAT), the amplitude of the annual temperature variation ($dT_a$) and the mean amplitude of the
diurnal temperature variation ($dT_d$) constitute the main parameters of interest. We collected and constrained these
temperature variables from various sources to construct times series of temperature data. We then used these data as input for
the frost cracking modelling, representing the conditions at sites EW-03, EW-01,-02 and EM-01,-02, respectively (Table 1).
In particular, present temperature values for the sites EW-01 and EW-02 are based on near ground surface temperature
(NGST) data at 10 cm depth that were measured at the train stop Eigerfenster (643307, 159034, 2860 m; Gruber et al.,
2004b). Data on near ground surface temperatures are also available for the train station at Eismeer (643830, 158049, 3150
m) close to the cosmogenic nuclide sampling sites EM-01 and EM-02 on the SW rock face of Mt. Eiger (Gruber et al.,
2004b). We extracted information for constraining MAT, $dT_a$ and $dT_d$ from the dataset comprising almost 15 years of daily
averaged temperature data, available through the Swiss Permafrost Monitoring Network (PERMOS 2019;
http://www.permos.ch/data.html). The MAT and $dT_d$ values were then determined from the daily averaged temperature data,
whereas $dT_a$ was calculated from the monthly averaged values (Gruber et al., 2004b). We calculated MAT, $dT_a$ and $dT_d$ for
the record between 2001 and 2014 AD and for the hydrological year 2002 separately. We used seven complete years of
record for both the NW (Eigerfenster) and SE (Eismeer) rock faces (Fig. 3). However, the data did not cover the same years
for both sites. For the NW we therefore used the available data covering the hydrological years 2002, 2004 - 2008 and 2010.
For the SE data for the hydrological years 2002, 2005 – 2007 and 2012 – 2014 were available, which we considered in this
work accordingly (temperature data provided in the Supplement). For site EW-03 no such data was available. We therefore
scaled the available temperature data from the Eigerfenster train station to site EW-03 using an atmospheric temperature
lapse rate of -6 °C km$^{-1}$, which is commonly used for alpine environments (e.g., Gruber et al., 2004b). In addition, also for
site EW-03, we applied values of 9.0 ± 1.5 for $dT_a$ and 7.0 ± 1 for $dT_d$. The values are higher than those we assigned for the
higher locations EW-01,-02, mainly because EW03 receives more isolation. These estimated temperatures, which we
consider representative for the current temperature regimes, were finally used to generate temperature curves (Andersen et
al., 2015) as input for the frost cracking modelling (Fig. 3).

Temperatures for the last millennium were estimated using a lake record c. 45 km farther to the west (Seebergsee, 46°370N,
7°280E). For this lake, Larocque-Tobler et al. (2012) used chironomid taxa embedded within the sediments to reconstruct a
temperature history for the most recent past. These provide estimates of how the mean annual air temperatures during a
distinct period in the past deviated from the modern ones representing the time span between 1961-1990 AD. The resulting
differences are 0°C for the 19th century AD, -0.5°C for the Little Ice Age and +1.2°C for the Medieval Climate Optimum.
We additionally resorted to tree-ring based temperature reconstructions for Central Europe (Büntgen et al., 2011) and used these data as further constraint for the temperatures in the past. The tree ring data infer temperatures for the Central Alps, which are in good agreement with those from the lake record (Larocque-Tobler et al., 2012), at least for a shorter period of a few centuries (Büntgen et al., 2006). We therefore extracted temperature anomalies of -1 °C for the migration period and +0.5 °C for the period during the Roman climate optimum. We adjusted all values to the 20th century AD warming (+0.8 °C) and calculated MATs for the corresponding periods under the assumption of a constant diurnal and annual temperature fluctuation, identical to modern values. We inferred no lag between the increase of mean air temperatures and the temperature adjustments on the rock surface (Table 1).

Maximum direct annual insolation was calculated using the ‘Area Solar Radiation’ tool of ESRI’s ArcGIS Desktop 10.1 suite, which employs a hemispherical viewshed algorithm (Fu and Rich, 2002; and references therein). The calculation was done for 1 day and hourly intervals for a sky size of 512 cells for the whole year of 2015.

### 3.3 Frost cracking modelling

Annual efficiency of frost cracking processes was computed using the numerical model of Andersen et al. (2015), which builds on the approach of Anderson et al. (2013), Hales and Roering (2007) and Anderson (1998). The model propagates temperature changes into the ground by solving a one-dimensional heat flow equation (Hales and Roering, 2007). It considers annual surface temperature as a sinusoidal function around the MAT and $dT_a$, and a randomly superimposed sinusoidal function with an amplitude between 0 and $dT_d$ (Andersen et al., 2015; Anderson et al., 2013). Whereas the Andersen et al. (2015) model is capable of incorporating a regolith layer of various thicknesses atop the bedrock, we used a setup without such a layer, because field inspections have shown that the local slope is too steep to host a regolith layer (Table 1). The model calculates a frost cracking intensity (FCI) related to ice segregation, which is most effective where temperatures range within the so-called frost-cracking window (FCW; Anderson, 1998; Walder and Hallet, 1985), and where water is available for ice to form (Andersen et al., 2015; Anderson et al., 2013; and references therein). The flow of water is influenced by the thermal gradient in the subsurface (Hales and Roering, 2007) and the distance to the freezing front (Anderson et al., 2013). The Andersen et al. (2015) model scales the FCI with both the thermal gradient and the occurrence of water along the path to the point of ice segregation. Here, we employed the ‘standard model’ of Andersen et al. (2015), which follows the concept where cracking in the bedrock is limited, and thus controlled, by the distance to the water source and the water availability up to a critical threshold. This is accomplished by a penalty function that integrates the flow resistance (Anderson et al., 2013) for a mixture of frozen and unfrozen bedrock (Andersen et al., 2015). Aside from the water availability, the model builds on a set of input variables and assumptions, where different assignments of values and constraints might influence the results. The selected input variables (see Appendix B) have indeed the potential to influence the outcome of the model results particularly for a FCW between -8 to -3°C and for the consideration of a thermal conductivity for bedrock. We therefore run sensitivity tests and varied the aforementioned quantities in order to explore how the results depend on the choice of input parameters. Because of the lithology dependency of FCW (Draebing and
Krautblatter, 2019), we run test models with FCWs between -9.3 °C and -1.4°C, and between -4.5 °C to -1.8 °C. These values have been derived for paragneisses with a high schistosity (Draebing et al., 2017b). We additionally tested the model for a possible sensitivity to the thermal conductivity. We started with a standard conductivity of 3.0 W m⁻¹ K⁻¹ (Andersen et al., 2015) and then considered upper and lower bounds compiled from various sources (see Appendix B for details and references). We also applied the material-specific standard model parameters of Andersen et al. (2015), which includes a general rock porosity of 2%. This value is in excellent agreement with the average porosity of 1.8 ± 0.5 % for the Eiger limestone, calculated from density measurements (Supplementary Notes S4 of Mair et al., 2019). The model assumes full water saturation for the bedrock. However, for simplicity purposes, the model considers that heat transport occurs through conduction only. Accordingly, it fails to capture bedrock anisotropies, i.e. cracks and foliations, which might facilitate the transport of heat by advection. Finally, the resulting diurnal depth-integrated $F_CI$ values are integrated over an entire year.

We ran a series of models to account for variations in local temperature. We set the starting temperature ($T_0$) to the site-specific MAT, and the $dT_a$ and $dT_d$ to the mean, minimum, maximum and the average values of 2002, respectively, and we changed these conditions upon modelling. This setup does not necessarily provide an $F_CI$ envelope, as it is based on the assumption that changes in the MAT and daily temperature amplitude also affect changes in the annual temperature amplitude in the same way, i.e., lower MATs are likewise associated with damped changes in daily and annual temperatures.

4 Results

4.1 Bedrock fabric

The Eiger itself consists of a suite of heavily fractured and re-crystallized micritic Jurassic and bioclastic Cretaceous limestones, with local chert layers and nodules. The foliation that formed during the first deformation phase is oriented parallel to the sedimentary bedding and is associated with tight and isoclinal folds at the decimeter scale. The formation of this fabric was conditioned by micrometer-scale changes in sheet-silicate content during sedimentation. The second foliation is characterized by slip planes in micro shear zones, which display a large variation in the spacing between individual planes. All studied sites expose bedrock with a strongly developed network of faults, fractures and foliations, especially close to the surface. The bedrock fabric at the SE rock face (sites EM-01, -02) is dominated by small joints that developed along the NW dipping foliation planes of both foliation generations, here referred to as S1 and S3 following Mair et al. (2018) (Fig. 4). Note that S2 foliations are only visibly close to the basement cover contact (Mair et al., 2018) and have thus not been mapped here. The joints are generally $<< 1$ mm wide, but open and occasionally contain circulating water in summer, as was the case during sampling in summer of 2017. The spacing between these joints varies, but generally measures between 2 and 10 cm. A second set of joints with a decimeter-wide spacing and 1 to 10 mm-wide cracks steeply dip to the SE. These joints are sometimes associated with preexisting calcite veins (Fig. 4b). The joints are generally open, but some calcite infill is also present. At the scale of an outcrop, both sets of joints are connected and regularly spaced. A third set of fractures, albeit with
an irregular spacing, is found along up to several meter-broad brittle fault zones (Fig. 4c). These faults display open cracks at
sub mm-scale. The spacing varies and some voids are filled with fault gauge.

A similar network of joints characterizes the sites within the NW rockwall at sites EW-01, -02, -03. Joints with openings
between << 1mm and 1 mm are oriented parallel to the two generations of foliations (Fig. 5), which are gently SE dipping to
flat lying. A set of SE dipping open joints with widths of up to 10 mm and a spacing of 10 cm is present at all sites (Fig. 5a).
We additionally found steep and rockwall-parallel cracks with openings that are up to several cm wide (C2; Fig. 5d). We
note that during sampling on Dec. 1st 2016, ice was present in these fractures (Fig. 5b,c).

4.2 Temperature estimates and frost-cracking modelling

The near surface ground temperatures (Table 1) reconstructed from the available daily averaged records show that the sites
EW-01 and EW-02 have experienced an average MAT of -0.5 ± 0.5 °C for the full year records between 2001 and 2014 AD.
This is lower than the MAT average for the SE sites (EM-01, EM-02) where temperature values are 1.8 ± 0.8 °C for the
same period, albeit not for the exact same years (see section 3.2). On the NW rock face, also at sites EW-01 and EW-02, the
annual temperature amplitude of \(dT_a = 8.1 ± 1.3 °C\) is smaller compared to the \(dT_a = 10.7 ± 1.7 °C\) in the other SE face of
Mt. Eiger. A similar situation is observed for the mean diurnal temperature amplitude \(dT_d\) where the corresponding values
are 6.1 ± 0.7 °C for the NW sites and 7.7 ± 0.9 °C for the SE sites. The temperature estimates for the hydrological year 2002
are similar to the mean values of the longer time period (Table 1). Temperatures for the lower NW site (EW-03) were
estimated with a MAT of 1.5 ± 0.5 °C (using a constant lapse rate of \(-6 °C \text{ km}^{-1}\)), while values for \(dT_a\) of 9.0 °C and \(dT_d\) of
7.0 °C were considered to be slightly higher than in the upper NW site. Based on the recent temperature data and the
reconstructed historical temperatures, we exclude the occurrence of local permafrost conditions at the SE rockwall for all
scenarios. For the upper NW headwall of Mt. Eiger, permafrost might occur at current conditions and during the past when
MATs were lower.

For the SE sites, the modelling of the annual frost cracking intensity \((FCI)\) returns values that range from 0.12 °C m for
minimum conditions for modern \(dT_a, dT_d\) and MAT, to 0.25 °C m for the respective maximum conditions (Fig. 6, Table 2).
The consideration of mean values for temperature variations and MAT returns a \(FCI\) of 0.2 °C m, which is similar to the
value of 0.17 °C m that results from the model where the 2002 temperatures are considered.

For site EW-03, situated at a relatively low elevation within the NW rockwall, the \(FCI\) modelling yields similar results as for
the sites in the opposite SE face of Mt. Eiger (Fig. 6), with intensities ranging from 0.10 °C m to 0.21 °C m. The mean MAT
and mean temperature amplitude model run predicts an annual frost cracking intensity of 0.16 °C m. For the sites EW-01 and
EW-02, also situated on the NW rockwall but at higher elevations, the modelled minimum and maximum \(FCI\) values are
lower and range from 0.07 °C m to 0.12 °C m. Also at these sites, the mean MAT and mean temperature amplitude model
run returns a value of 0.094 °C m, which is very close to 0.089 °C m derived for the 2002 conditions. Accordingly, the
model predicts a scenario where frost cracking processes at the upper NW sites (EW-02 and EW-01) are up to 50% less
effective compared to the inferred frost cracking intensities at the rockwall foot of the NW face (site EW-03; Fig.6) and on the SE locations (EM-01, -02).

5 Discussion

5.1 Rockwall denudation from cosmogenic nuclide analysis

Denudation rates can be estimated from \textit{in-situ} cosmogenic nuclide depth profile modelling (e.g, Hidy et al., 2010; Braucher et al., 2009). This method has been applied for estimating the local denudation rates in steep alpine rockwalls, and it has been very useful for extracting information on the mechanisms of denudation, as shown in a recent study where denudation rates were measured with concentrations of cosmogenic $^{36}$Cl in bedrock depth profiles at Mt. Eiger (Mair et al., 2019). We complemented the Mair et al. (2019) denudation rate dataset by measuring concentrations of cosmogenic $^{10}$Be for 5 samples in a bedrock depth profile at site EW-01 (Fig. 1), and we modelled the local denudation rate over millennia (see Appendix A for details). The resulting rates are $0.6 \pm 0.1$ mm yr$^{-1}$ (1 standard deviation) They are thus in good agreement with the results obtained for the close-by site EW-02 where the rates are $0.5 \pm 0.1$ mm yr$^{-1}$ (1 sigma standard deviation; Mair et al., 2019). However, we note here that the $^{10}$Be concentrations are close to the blank background value, and that the measurement uncertainties are high in some samples (up to 69 % for 1 $\sigma$). Therefore, sample and measurement-specific blank corrections would render the EW-01 samples non-interpretable (see Appendix A).

Mair et al. (2019) measured relatively high concentrations of cosmogenic $^{36}$Cl at depth relative to the surface. These authors used this pattern to preclude the occurrence of large rock fall events during the cosmogenic time scale, which in this case was several thousands of years. Instead, Mair et al. (2019) developed a scenario, based on Monte Carlo simulations, where surface denudation has been accomplished through multiple small-scale rock fall processes, where cm-sized bedrock particles have been removed at a high frequency from the rockwall surface. The episodic events have to occur on spatial and temporal scales that are small ($< 1$ cm to $< 10$ cm) and short enough ($< 1$ yr), respectively, to be considered as a continuous erosional mechanism over time scales ($> 10$ yr) relevant for cosmogenic nuclide production. We follow this interpretation and consider that the small size of the particles involved in the rock fall processes are conditioned by the high density of fractures and faults with a spacing of 2 to 10 cm (see next section). However, whereas the inferred mechanisms of denudation are likely to be the same across the entire Mt. Eiger, the erosional velocities are different. In particular, the denudation rates at sites EW-03 situated on the lower part of the NW flank, and at sites EM01,-02 on the SE rock face are $> 1.7$ mm yr$^{-1}$, and thus more than 3 times higher than the denudation rates at sites EW-02 ($0.5 \pm 0.1$ mm yr$^{-1}$, Table 1) and EW-01, situated within the upper segment of the Eiger north face. As will be discussed in section 5.3, we explain the spatial pattern of denudation rates by differences in frost shattering processes driven by the contrasts in insolation and temperature conditions. Please note that the modelled denudation rate estimates represent long-term, time-integrated values (e.g., Gosse and Phillips, 2001; Lal, 1991), most likely representative for the last millennium and possibly longer.
5.2 Preconditioning related to bedrock fabric

The rate of rock face denudation could be influenced by the bedrock fabric that affect rock failure in a complex and non-linear way (Krautblatter and Moore, 2014; Viles, 2013). Among these, fracture density and orientation are considered as the most important variables as they positively correlate with rock wall denudation (Moore et al., 2009; Rapp, 1960; Terzaghi, 1962). In the context of rock fracturing by frost weathering processes, permeability and porosity related to faults and fractures have been identified to significantly affect the boundaries of the frost cracking window (Draebing et al., 2017b; Matsuoka, 2001) and to limit water supply within the active layer of the bedrock (Andersen et al., 2015; Anderson et al., 2013; Rode et al., 2016; Sass, 2005). At Mt. Eiger, the bedrock fabric, in both the NW and SE wall, is highly fractured along pre-existing structural weaknesses, which record the combined effect of stress and strain during Alpine orogenesis, and the differential responses of various bedrock lithologies to these conditions. In particular, the region surrounding Mt. Eiger is located at the geological contact between the crystalline rocks of the Aar massif, its sedimentary cover rocks and the Helvetic thrust nappes (Berger et al., 2017). During Alpine orogenesis, the bedrock was heavily deformed through multiple phases of folding and thrusting, which are recorded by a complex fabric in the exposed rock (Herwegh et al., 2017; Wehrens et al., 2017). At the cosmogenic sampling sites, the bedrock fabric is dominated by two generations of foliation and two sets of joints (Mair et al., 2018). Both foliations are considered to have formed at temperature conditions that were high enough for calcite minerals to deform in a ductile way (Mair et al., 2018). These structures are crosscut by two sets of brittle fault networks with steeply dipping fault planes, yielding a complex patter of fractures and foliations. Age assignments on the formation of these structures are still a matter of debate (Mair et al., 2018).

We find that fractures are developed along foliation planes (S1, S3: Figs. 3 and 4) and are thus oriented parallel to weaknesses inherited from a tectonic stress field (e.g., Fig. 4b). Beside slight differences in the orientation of the foliations, there is little difference in the bedrock fabric between the SE and NW sides. These fractures effectively allow for the disintegration of bedrock into cm-sized chips (e.g., Figs. 3a and 4a), which provides an explanation why there is no evidence in the cosmogenic dataset for the occurrence of large-scale rock fall processes (e.g., Mair et al., 2019). Instead, the production of small chips is most likely achieved by frost cracking and ice segregation growth as evidenced by the ice in the bedrock cracks during sampling in December 2016 (Figs. 4b,c). The rockwall parallel open joints (C2 in Fig. 5) in the NW and the large shear zones that dissect the mountain in NE – SW and SE - NW directions are suitable water pathways within the bedrock over large distances. Accordingly, the local bedrock fabric at all sites have the potential to allow for efficient bedrock weathering, and the large faults and shear zones are considered as suitable pathways for water to deeply penetrate through the mountain (Fig. 5e). However, while the high density of fractures and faults provides a suitable condition for the high-frequency occurrence of small-scale rock fall processes on both sites of the mountain, this variable alone is not capable of explaining the contrasts in denudation rates between the upper steep segment of the Eiger north face, and the other sites for which cosmogenic data is available.
Another possible driver for rock fall activity could be the formation of sheeting joints in response to paraglacial stress field adjustment after deglaciation (Grämiger et al., 2017; McColl, 2012; McColl and Draebing, 2019). However, we consider this mechanism as unlikely to explain the differences in the denudation pattern because: 1) Suitable rockwall-parallel joints are only present in the NW (C2; Fig. 5), where they show a spacing of m to tens of meters. 2) The last possible glaciation was the LGM deglaciation period in the NW and the Younger Dryas in the SW, which would imply a response time of 9 ka or longer for sheeting joints to form. 3) Furthermore, the response time of stress release through sheeting depends on the rock quality (McColl, 2012). In highly fractured rock, as is the case for the limestones at Mt. Eiger, stress release should occur shortly after or during the deglaciation (McColl 2012; McColl and Draebing, 2019). The general likeliness of sheeting joints to form also depends on the pre-existing fracture density, where a high fracture density (as is the case at Mt. Eiger) better accommodates stresses during glaciation and deglaciation, which in turn hinders sheeting joints to form (McColl 2012). In summary, a reconfiguration of paraglacial stress might have been an important factor during the deglaciation and shortly thereafter, but we consider it unlikely as driving condition for the high-frequency release of cm- to dm-sized pieces of bedrock that we currently observe. As will be elaborated in the next sections, we rather relate the differences in denudation rates across the Eiger to the spatial pattern of frost cracking processes, which appears to be controlled by local insolation and temperature conditions.

5.3 Rockwall temperature conditions and rock fracturing processes efficiency

Variations in surface temperatures have been considered as one of the key variables driving mechanical disintegration of rock (e.g., Amitrano et al., 2012; Girard et al., 2013; Matsuoka, 2008). The instrumental record (Gruber et al., 2004b) of near ground surface temperatures (NGST; recorded at 10 cm bedrock depth) are a good proxy for the temperature conditions at the upper NW wall (sites EW-01,-02) and for the SE wall (sites EM-01,-02), as they have recorded in-situ rock temperatures (Allen et al., 2009), which vary from air temperatures (Anderson, 1998). The individual sampling sites are close to the temperature logger sites, with differences in elevation of 16 m to 57 m for the sites in the NW wall and 28 m to 50 m for the sites in the SE wall, respectively. In addition, the logger sites are characterized by a similar local aspect and slope as the cosmogenic sampling sites. A potential difference in local temperature variability of up to ~ 6 °C (Draebing et al., 2017a; Haberkorn et al., 2015) might arise from extended periods of sufficient snow cover. We cannot rule out the occurrence of snow cover for the cosmogenic sampling sites as snow might also accumulate on steep rockwalls as Mt. Eiger (Draebing et al., 2017a; Haberkorn et al., 2015). However, due to the similar position, aspect and slope we do not consider that the logger sites experienced different conditions than the cosmogenic sampling sites. The calculated averages of temperatures, based on 7 full hydrological years between 2001 and 2014 each, are in good agreement with the temperature values for the hydrological year 2002 (Table 1). They show a large difference in MAT (~ 2 °C), mean annual and mean diurnal amplitude (~ 1.6 °C) between the NW rockwall and the SE face, with the SE face experiencing higher and more variable temperatures, despite being at ~ 300 m higher elevation. We relate this difference to the effect of the mountain and rockwall geometry (Noetzli et al., 2007), which result in a strong insolation difference between the NW and SE walls (Fig. 2). The processes
that could be affected by this variable include permafrost degradation, thermal stresses, volumetric expansion of ice from freezing and thawing, or frost cracking from ice segregation. All of these processes have the potential to weaken the bedrock through fracturing, thereby preconditioning the occurrence of rock fall processes. We first assess the general probability and potential effect of each process for the Mt. Eiger sites before we discuss potential controls on the denudation efficiency.

Permafrost degradation has been shown to significantly reduce rock wall stability (Gruber et al., 2004a; Haeberli et al., 1997). For the cosmogenic sampling sites, the relatively high temperatures (MAT = 1.8 °C; Table 1) rule out the occurrence of permafrost (Gruber et al., 2004b; Noetzli et al., 2007) particularly at the cosmogenic sites in the SE face, while lower MATs (< 0°C) potentially allow for permafrost occurrence in the upper NW rockwall, at least during the past. Thus, degradation through permafrost alone seems an unlikely mechanism to explain the difference in denudation across the Eiger because it would affect the upper NW wall in an opposite way, which is not the case. However, despite the general increase in the number and the size of cracks at the freezing front under permafrost conditions (Murton et al., 2006), the occurrence of permanently frozen rock might limit the supply of water within the rock itself, especially at colder temperatures where water reservoirs might be absent (e.g., Andersen et al., 2015; Anderson et al., 2013; Draebing et al., 2017b).

Thermal stresses and subsequent expansion and contraction from daily solar temperature fluctuations can weaken the bedrock and cause the growth of subcritical fractures (Aldred et al., 2016; Eppes et al., 2016). The occurrence of cycles where cracks open and close on a daily basis has indeed been observed in rock slopes (Draebing et al., 2017b; Rode et al., 2016). This mechanism has been shown to lead to a progressive growth of cracks (Collins and Stock, 2016). Thermo-mechanical rock fracturing would especially affect the SE wall, as this flank experiences significantly more direct insolation throughout a year (Fig. 2). In a similar sense, volumetric expansion from freezing and thawing can also occur (Matsuoka, 2008), but these processes are limited by ice extrusion and require a high degree of water saturation and fast freezing (Davidson and Nye, 1985; Matsuoka and Murton, 2008). However, recent field (Draebing et al., 2017b) and laboratory experiments (Draebing and Krautblatter, 2019) disclosed little evidence for significant frost cracking from volumetric expansion. Therefore, we do not consider that this mechanism exerts a significant control on the denudation rates at the cosmogenic nuclide sampling sites.

Instead, we consider frost cracking from ice segregation and progressive growth of ice lenses (Walder and Hallet, 1985) as a suitable mechanism that explains the denudation pattern we observe at Mt. Eiger. Hallet et al. (1991) showed that these processes have the potential to generate large stresses up to 30 MPa in bedrock. However, recent experiments revealed much lower stresses, which only allow for subcritical cracking (Draebing and Krautblatter, 2019). Frost cracking has often been associated within a frost cracking temperature window (FCW) between -3 °C to -8 °C within the rock (Hales and Roering, 2007; Walder and Hallet, 1985), but this temperature window is affected by the mechanical properties of the bedrock itself (Draebing et al., 2017b; Draebing and Krautblatter, 2019; Matsuoka, 2001; Walder and Hallet, 1985). Theoretical modelling shows that the lower boundary of this window has no significant effect on the cracking efficiency. While an upper FCW boundary of -3°C was suggested by Hallet et al. (1991) and Matsuoka (2001) for limestone, Draebing and Krautblatter (2019) thought that experimental results are more consistent with an upper FCW boundary of up to -0.64°C. Furthermore,
these authors also suggested a strong dependency of the FCW on lithology, crack geometry and fracture toughness (Rempel et al., 2016; Walder and Hallet, 1985). We tested the dependency of the frost cracking intensity on the FCW by applying values that were determined by Draebing et al. (2017b) for slaty gneiss (instead for limestone). The model runs disclose two observations: First, the general pattern of the annual cracking intensity in relation to the MAT remains the same for various FCWs. Second and most important, the differences in intensities between the upper NW and the lower NW and SE sites also remain the same (see Appendix B). However, the models also predict that the total fracture intensity increases with the size and the upper boundary of the FCW (Fig. B1). Thus, further studies on the lithology dependency of the FCW is needed to compare our predicted cracking intensity with the results of other studies.

The selection of values for the thermal conductivity of bedrock might also affect the predicted fracture intensity. In particular, while lower conductivities (i.e., $1.2 \text{ W m}^{-1} \text{ K}^{-1}$) tend to promote the cracking processes, higher conductivities (i.e., $\geq 6.5 \text{ W m}^{-1} \text{ K}^{-1}$) mitigate the occurrence of cracking to the point where any frost cracking differences between the various sites at Mt. Eiger become undetectable (Fig. B2). However, the selected standard value of $3 \text{ W m}^{-1} \text{ K}^{-1}$ is in good agreement with values reported for limestone or sandstone where temperatures are close to $0 \degree \text{C}$ (Schön, 2015). Therefore, we do not consider that our assigned values to the conductivity introduce a bias in the model.

In general, water needs to be available for continued and efficient cracking from ice segregation, and the model employed in this study scales cracking intensity with the availability of liquid water. For steep and bare bedrock this has been related to two distinct temperature conditions: i) cold regions with negative MATs and ii) warm regions with positive MATs, where temperatures occasionally reach the frost cracking window (Andersen et al., 2015; Anderson et al., 2013; Delunel et al., 2010; Hales and Roering, 2007; Savi et al., 2015). Accordingly, in the absence of a regolith cover as a reservoir, bare bedrock might stay frozen over longer periods and therefore permafrost might reduce the water availability (Andersen et al., 2015; Draebing et al., 2017b). For positive MATs, frost cracking is predicted to only occur in winter when the surface is frozen and water is available from within the bedrock (Andersen et al., 2015; Anderson et al., 2013). Extended snow cover could increase the frost cracking activity, since it has been shown to maintain the temperatures in the frost cracking window for a longer time interval, which facilitates the opening of fractures (Draebing et al., 2017b). For our sites at Mt. Eiger, the lower NW and the SE sites fall within the second temperature conditions favorable for frost cracking (Table 1), and water should be available through the network of faults within the bedrock (see Section 4.2). For the upper part of the north face, estimations of MATs return values of $-0.5 \degree \text{C}$ for the present (Table 1). For these conditions, all models predict a limited cracking efficiency from ice segregation (Andersen et al., 2015; Anderson et al., 2013; Hales and Roering, 2007). In addition, the predicted frost cracking occurs only at shallow depths, as the deeper rock is frozen without any water circulation particularly in winter. In summer, however, pore water is likely to be available, but bedrock temperatures are not reaching the FCI window. As a result, all models predict that in the SE wall and in the lower part of the NW flank, frost cracking processes are likely twice as efficient as in the upper part of the NW face (Figs. 6, and 7; Table 2). In summary, we consider that frost cracking from ice segregation, potentially affected by permafrost, and thermal stress as the most important
mechanisms for the erosion of Mt. Eiger. The effectiveness of these processes is additionally enhanced by mechanical weaknesses in the bedrock due to faults and foliations.

5.4 Past and future conditions

The modelled absolute minimum exposure ages are 0.7 ka for EW-01, and 0.9 ka for EW-02 and the apparent minimum exposure age, which are calculated from the surface samples only and under the assumption of a constant denudation rate of 0.12 mm yr$^{-1}$ is 1.7 ka for EW-02 (Mair et al., 2019). These ages represent robust minima for the local rockwall exposure, and they suggest that the denudation rates represent integrated averages for at least these time periods, and possibly even longer. Thus, conditions during these times might have changed. Modifications in local exposure geometry and insolation could have only been achieved through the occurrence of bergsturz events (> 1 M m$^3$ rockfall volume). We do not consider that this was the case because geological maps show that there is no depositional evidence for a past bergsturz at Mt. Eiger (e.g., Günzler-Seifert and Wyss, 1938; Mair et al., 2018). Therefore, and because of the dependency of rock fracturing on temperatures, we consider variations in temperatures over the last two millennia as the only potential variable. However, $\overline{FCI}$ calculated for mean current temperatures are not exceeding the $\overline{FCI}$ estimated for maximum temperature excursions in the past. This is even the case for the medieval and Roman climate optimum, which was the warmest period with the largest temperature difference to the modern times (Fig. 6). In contrast, colder conditions, which could have prevailed during the little ice age and the migration period, would have resulted in a lower efficiency of frost cracking at all cosmogenic sites (Table 1). This reduction would have been caused by a lower water availability in the SE wall, and by temperatures that were too low to promote frost cracking in the NW flank. However, we note that the calculated differences in $\overline{FCI}$ between a warmer or a colder paleo-climate are lower than the contrasts in modern $\overline{FCI}$ between the upper sites in the NW rockwall and the lower location on the same face of Mt. Eiger. They are also lower than the modern $\overline{FCI}$ contrasts between the upper NW and SE rockwall sites.

Temperatures are predicted to increase during the 21st century up to 0.36°C per decade for the European Alps (emission scenario A1B; Gobiet et al., 2014). Mean annual air temperatures for Switzerland in 2100 AD could increase by 1.9 °C and even 5.4 °C compared with the period 1981-2010 (emission scenarios RCP2.6 and RCP 8.5, respectively; CH2018). These inferred differences in temperatures are larger than all reconstructed excursions for the past (Table 1). Such an increase in temperature could enhance the efficiency of frost cracking under similar diurnal and annual temperature amplitudes, especially in combination with permafrost degradation (Gruber and Haeberli, 2007), e.g., in the upper part of the NW rockwall. However, changes in precipitation and reduction of time spent in the frost cracking window might shift the overall controls on fracturing to amplified thermal stresses, especially boosting rock fracturing on the SE face (Draebing et al., 2017b).
6 Conclusions

Published cosmogenic nuclide inventories along depth profiles at Mt. Eiger indicate that denudation on the SE wall and at the base of the NW rock face (Fig. 7) are up to 4 times higher than the rates determined for the upper part of the NW rockwall. Local bedrock fabric discloses cm to dm spaced fractures, which follow pre-existing structural weaknesses, as main precondition for the occurrence of small-scale rock fall as the main driver for denudation. These conditions might have prevailed for several centuries to millennia. The difference in the long-term average denudation rates particularly between the upper rockwall of the Eiger north face and the base, and the SE face of this mountain, can be related to different efficiencies of rock fracturing processes, which strongly depend on temperature conditions (Fig. 7). Modelling indicates a strong contrast in frost cracking efficiency from ice segregation between the upper (relatively low) and lower sites on the NW wall (relatively large efficiency), but also between the upper site on the NW rock face of Mt. Eiger and the SE sites (also relatively large efficiency), which is caused by local temperature conditions. The contrast might be enhanced by permafrost in the upper NW wall. This could potentially reduce the availability of water and decrease the cracking efficiency. Furthermore, thermal stresses from differences in insolation might additionally enhance rock fracturing in the SE rock faces. Throughout the last millennium, conditions have been very similar to the present temperatures in bedrock, yet colder temperatures during the little ice age might have slightly reduced frost cracking efficiency.

Appendix A: Denudation rate from in-situ cosmogenic $^{10}$Be depth profile

We measured concentrations of cosmogenic $^{10}$Be along a depth profile at site EW-01 (Fig. 1) to extract information on local bedrock denudation rate, and exposure age. These variables were derived through Monte Carlo (MC) depth profile modelling techniques (Hidy et al., 2010).

Sampling and $^{10}$Be measurement

We collected five bedrock samples within a depth profile at site EW-01 (Fig. 1; Table 1) from quartz bearing recrystallized chert layers, from the wall of a tunnel that connects the Jungfraubahnen railway tunnel with the rockwall surface. The samples were collected from the intact, bare bedrock wall, while the surface sample was taken from the current bedrock face next to the tunnel opening. The bedrock material was quarried with a battery saw and chisel, thereby following standard sampling protocols (Dunai and Stuart, 2009). Each sample was 5 to 10 cm thick and consisted of 1 to 1.5 kg of rock material. Concentrations of cosmogenic $^{10}$Be were measured on quartz grains that were extracted from these samples. Sample preparation followed the procedure of Akçar et al. (2012) and took place at the Institute of Geological Sciences, University of Bern. $^{10}$Be/$^9$Be ratios were measured by accelerator mass spectrometry (AMS) at the AMS facility at ETH Zurich, and were normalized to internal standard S2007N (Christl et al., 2013). The measured ratios were corrected using a long-term, variance-weighted average, full process blank ratio of $2.48 \times 10^{-15}$ with a relative standard error of the weighted mean of $1.8 \times 10^{-16}$ and a weighted variance of 18.8 % (from 28 in-batch measured blanks from the same $^9$Be spike preparation over several months’ time). This amounted to a relative correction between 3 and < 19 %. We used the long-term average, as we
consider the spike as main source of contamination of the blank and samples and thus, of stochastic nature. However, we note that the measured in-batch blank showed a ratio of \((4.81 \pm 1.12) \times 10^{-15}\). Using this value for correction would amount to relative blank corrections between 29% - 36% for samples EW-01-4, -5 and -6, which would render them uninterpretable, as concentrations would be too low to be considered as reliably detected. Thus, all subsequent steps in processing and interpretation on the \(^{10}\)Be data rely on the validity of the long-term, variance-weighted average blank correction.

Nevertheless, the rock samples show \(^{10}\)Be concentrations (Fig. A1) that range from \(1.9 \times 10^4\) at \(g^{-1}\) to \(0.35 \times 10^4\) at \(g^{-1}\) (Table A1) and that decrease with depth. The standard 1σ error (ranging from \(0.07 \times 10^4\) at \(g^{-1}\) to \(0.24 \times 10^4\) at \(g^{-1}\); Table A1), which accounts for AMS reproducibility and counting statistics, shows relative uncertainties ranging from 11% to 69%. These uncertainties are high. However, despite the low concentrations they still allow for a meaningful profile modelling.

**Depth profile modelling**

*In-situ* cosmogenic \(^{10}\)Be is mainly produced through spallation and muon reactions on O and Si (Gosse and Phillips, 2001). Accordingly, the production needs a scaling to geographic position and elevation, and it needs a correction for shielding from secondary cosmic ray particles (Gosse and Phillips, 2001; Lal, 1991). Production rate scaling for spallation production was done using the method of Stone (2000), which is based on the work of Lal (1991). We updated these approaches using the recalibrated reference dataset of Borchers et al. (2016) for our scaling framework. For the consideration of muogenic production, we used the parametrization scheme by Balco et al. (2008), which is based on muogenic production systematics presented by Heisinger et al. (2002a,b). The experimental fit for muogenic production of these authors, however, is known to yield in an up to ~ 40% overestimation of muogenic \(^{10}\)Be production (Borchers et al., 2016; Braucher et al., 2003, 2013). To account for this effect, an uncertainty of 40% was assigned on the muogenic production during the MC modelling, which is described below. We finally computed an open sky visibility over 1° azimuthal increments to account for rockwall and bedrock specific geometry and shielding. This was done using a high resolution (2m) DEM provided by the Swiss Federal Office of Topography (Swisstopo) as basis. We used the combination of these constraints to calculate a total site-specific shielding factor \((S_T)\) and apparent attenuation length \((\Lambda_{f,e})\) for spallogenic production with the CRONUS Earth online Topographic Shielding Calculator v2.0 (Marrero et al., 2016). The shielding factor \((S_T)\) was used to correct for both spallogenic and muogenic production, which is necessary due to the large height of the rockwall (Mair et al., 2019). The site-specific apparent attenuation length for spallogenic production \((\Lambda_{f,e})\) was used to correct for geometric effects (Dunne et al., 1999; Gosse and Phillips, 2001). A detailed discussion of the approach can be found in the supplement of Mair et al. (2019). The modelling of TCN profiles in bedrock requires the consideration of possible excess nuclides, similar to inheritance, from previous exposure. For bedrock profiles, we explain the occurrence of such excess nuclides with a history where bedrock was previously exposed to cosmic rays. This could have been achieved in a scenario where the current exposure started with an erosion event that was too small to completely reset the TCN clock. Alternatively, the excess nuclides can build up through a prolonged period during which the exposed surface has experienced a low denudation rate. Such a mechanism would allow for the accumulation of “excess nuclides at depth”. However, since such an exposure can only occur through a removal of bedrock material, such a concentration of excess nuclides would have been produced by muons only (due to the
position of the sample at significant depth) and would follow an exponential decrease with depth (Mair et al., 2019). To account for excess nuclides, we modelled an excess nuclide concentration for the surface sample ($C_{inh}$), which we used to parametrize potential excess nuclides at depth, similar to inheritance ($C_{inh,x}$), following

$$C_{inh,x} = C_{inh} \cdot e^{(-\frac{z}{\Lambda_{inh}})}.$$  

We used the value of a fitted muon attenuation length of 4852 g cm$^{-2}$ for $\Lambda_{inh}$, which is in good agreement with published reconstructed muon attenuation lengths (Braucher et al., 2013).

In general, a MC approach for depth profile modelling requires initial boundaries for the modelled quantities, i.e., exposure age, potential inherited nuclides and denudation rate (Hidy et al., 2010). We selected a broad range for these values in an effort not to predetermine the solution space and thus not to bias the interpretation. We thus set a constraint of (i) 75 ka on the exposure age (which is an uppermost limit given the 20 ka for the LGM), (ii) the $^{10}$Be concentration of the surface sample (i.e., $1.9 \times 10^4$ at g$^{-1}$) for excess nuclides at depth and (iii) a maximum rate of 15 mm yr$^{-1}$ on the denudation variable and thus a maximum of 12, 15 and 20 m for the cumulative amount of denudation for up to 75 ka. These estimates are considered as conservative values because they represent uppermost bounds for a possible exposure age, denudation rate and an excess TCN concentration, similar to inheritance (for a full justification see method section of Mair et al., 2019). We used these 3 values because the deepest samples were taken at depths close to or exceeding 7 m and consequently, the production of TCN has almost exclusively occurred by muon pathways. Muon attenuation scales exponentially, with reported muon attenuation lengths between $\sim 4000$ and $5300 \pm 950$ g cm$^{-2}$ for 2.7 g cm$^{-3}$ rock density (e.g., Braucher et al., 2013). This translates into muon attenuation depths of $\sim 15$ and $\sim 19$ m for 1 attenuation length, and $\sim 30$ to $\sim 38$ m for 2 attenuation lengths, which accounts for a reduction of muogenic production by $\sim 63\%$ and $\sim 87\%$, respectively. This means that independent of the attenuation length, our deepest samples would have to be located at a depth of $> 23$ m at the start of the exposure to allow for more than 20 m of total erosion to occur. Any potential nuclides inherited from before would then have accumulated at this depth or even deeper (Mair et al., 2019). The main purpose of running three setups for the cumulative amount of denudation is to test whether the model results depend on the initial constraints on denudation, which is not the case here (see next chapter). We note that this approach is not applicable to extract exposure ages without independent denudation constraints (Anderson et al., 1996; Hidy et al., 2010).

For rock density, we employed a uniform value of 2.68 ± 0.04 g cm$^{-3}$ to account for the full density range between pure quartz (2.65 g cm$^{-3}$), the local limestone (2.68 ± 0.02 g cm$^{-3}$ measured by Mair et al., 2019) and pure limestone (2.71 g cm$^{-3}$). This also includes density effects related to the occurrence of nodular chert, which was sampled for the purpose of this study. We ran the MC model until we obtained $10^5$ profiles where the modeled concentrations fall within a $2\sigma$-confidence interval of the measured $^{10}$Be concentrations (which corresponds to reduced $\chi^2$ value $< 3.09$). All input parameters for the MC modelling are reported in Table A2. The documentation and raw results are provided in the supplement file.

Model results
The MC simulation returned $10^5$ profiles where the model concentrations are within a 2σ measurement confidence interval with a minimum of reduced $\chi^2 = 2.32$, while $\chi^2$ are lowest close to the mean and the estimates of denudation rates. The MC simulation returns consistent values for inherited nuclides and denudation rate, where mean and median values are in good agreement and follow a well-defined Gaussian distribution (Fig. A1; complete modelling results are provided in the Supplement). Thus, the MC simulation results are independent of the initial constraint on total denudation (Table A3). In detail, mean modelled inherited concentrations range from $(2.4 \pm 0.6) \times 10^3$ at g$^{-1}$ to $(2.6 \pm 0.7) \times 10^3$ at g$^{-1}$ $^{10}$Be, accounting for 13 – 14% of the measured concentration for the surface sample. Mean denudation rate values range between $(0.6 \pm 0.1)$ mm yr$^{-1}$ and $(0.7 \pm 0.1)$ mm yr$^{-1}$. Surface exposure ages cannot be estimated from the model run results. However, the MC simulations yield agreeing minimum ages of 0.7 ka.

Appendix B: Sensitivity of the frost cracking model

The frost cracking model of Andersen et al. (2015), which was employed in this paper, was run with the authors’ standard setup, using the input values given in Table B1. The resulting annual $F\overline{C}I$ predictions are most sensitive to flow restrictions for water and to different FCW windows (Andersen et al., 2015). The former are discussed in detail by Andersen et al. (2015). These authors concluded that in case where no restrictions are set to water supply and water flow, then the cracking intensity is predicted to increase for positive MATs, but the relationships between MATs and the predicted $F\overline{C}I$s will remain. In contrast, in case where water supply is substantially restricted, then $F\overline{C}I$ values will increase for negative MATs (Andersen et al., 2013; 2015 see their Fig. 11). According to Anderson et al. (2015), only the predicted $F\overline{C}I$ pattern and intensity will only change significantly for the case where the FCW will be lowered to the window between -15 to -4 °C. However, the sensitivity analysis of these authors did not incorporate the range of recently reported FCW values for slaty gneisses (Draebing et al., 2017b), which are characterized by a significantly higher upper temperature threshold (i.e., -9.3 °C to -1.4°C) and a smaller temperature range (i.e., -4.5 to -1.8 °C). We used these values together with a FCW between -8 to -3 °C, which has been proposed for limestones (Matsuoka, 2001). With this setup, we aim to test the sensitivity of the model on the FCW. While the model predicts higher absolute $F\overline{C}I$ intensities for higher upper threshold temperatures, the relative relation with the MAT remains the same for all our settings and temperature regimes (Fig. B1). We further tested the sensitivity of the model for the thermal conductivity values that we employed in this paper, because thermal conductivities vary with bedrock type (e.g., Schön, 2015; and references therein). We did so by running the model with standard settings and bedrock thermal conductivity values of 1.2 and 6.5 W m$^{-1}$ K$^{-1}$. This corresponds to the upper and lower bounds for gneisses and to the mean values for mono-mineralic quartz (Schön, 2015; and references therein). The results predict an absolute and relative increase in predicted $F\overline{C}I$ for positive MATs and for lower thermal conductivities. In contrast, very high thermal conductivities would reduce $F\overline{C}I$ to a point, where no significant dependence on the MAT is present (Fig. B2). We note here that reported values for limestone at temperatures close to 0°C are close to the standard model value of 3.0 W m$^{-1}$ K$^{-1}$. 

18
Code availability

The code for the MC simulations is a modified version of the Mathcad™ file of Hidy et al. (2010), and provided in the supplement file. The code for the frost cracking model is available in the supplement of Andersen et al. (2015).

Data availability

Temperature data are online available through the Swiss Permafrost Monitoring Network, PERMOS (http://dx.doi.org/10.13093/permos-2016-01) and spreadsheet used for extraction can be found in the supplement file. Raw MC output is provided in the supplement file.

Author contributions

DM, FS and NA designed the study; DM and AL conducted the fieldwork. DM and SY processed the samples, whereas CV and MC were responsible for the AMS measurement. DM employed the frost cracking modelling and interpreted all data with additional scientific input from DT, RD and NA, and used the Monte Carlo code updated by DT. DM prepared the manuscript and figures with contributions from all co-authors.

Competing interests

The authors declare that they have no conflict of interest.

Acknowledgements

We thankfully acknowledge the logistic support and access to the railway tunnel from the “Jungfraubahnen” Railway Company and the High Altitude Research Stations Jungfraujoch and Gornergrat (HFSJG). This research was funded by the Swiss National Science Foundation through grant No 159299 awarded to Fritz Schlunegger. We thank Daniel Draebing and Steven Binnie for constructive comments that helped improve the paper.
References


CH2018 – Climate Scenarios for Switzerland, Technical Report, National Centre for Climate Services, Zurich, 2018.


Savi, S., Delunel, R. and Schlunegger, F.: Efficiency of frost-cracking processes through space and time: An example from


Figure 1: Mt. Eiger in the Central Swiss Alps (insert) is characterized by steep SE and NW rockwalls (a); Sites for denudation rate estimations with cosmogenic nuclides and temperature loggers from Gruber et al. (2004b) are indicated. (b) Schematic section along trace highlighted in panel (a); Cosmogenic sampling sites (stars: $^{36}$Cl sites from Mair et al., 2019) are projected into the section, and elevation of sample sites are also indicated. The area used for slope angle distribution is indicated in Fig. 2b.
Figure 2: Differences in local temperature conditions between the NW and the SE face. (a) Potential annual solar insolation in hours over a year (2015), calculated using the hemispherical viewshed algorithm included in ESRIs ArcGIS™ (Fu and Rich, 2002). (b) Slope angle map calculated from a high-resolution DEM (Swiss Alti3D 2m, 2015; provided by the Federal office of topography, swisstopo) for the NW and SE of Mt. Eiger. (c) Field photograph of the NW wall, taken in the summer of 2017 AD, with local clouds illustrating the potential difference in microclimatic conditions.
Figure 3: (a) Complete daily averaged PERMOS (2019) temperature data for the upper NW (EF) and the SE sites (EM). (b) Daily averaged hydrological year 2002. Data displayed in panels a and b were used in this study to estimate $dT_a$ and $dT_d$. For modern min, mean and max estimations only complete years were used. Synthetic temperature curves which were used for the frost cracking model for the upper NW (blue) and SE (red) sites for modern mean (c), modern minimum (d) and modern maximum conditions (e). Shaded area corresponds to a frost cracking window of -3 to -8 °C. See text for discussion.
Figure 4: Bedrock fabric and discontinuity network at sample sites EM-01 and EM-02 at the SE sides. (a) Bedrock at current surface close to EM-01 highlighting the weathering paths along preexisting weaknesses. (b) Details of the bedrock fabric at site EM-02 with structural interpretation in the right panel. (c) Fault zone near the sampling sites that deeply penetrate the Eiger (based on Appendix image from Mair et al., 2018). Structural orientation data partly based on Mair et al. (2018).
Figure 5: Bedrock fabric from cosmogenic sites within the NW face, at site EW-02 (a). (b,c) Details with ice lenses present during sampling on Dec. 1st 2016 AD, highlighting the relation of fractures with the pre-existing structures. (d) Structures at sampling sites EW-01. (e) Bedrock discontinuities relevant for bedrock fracturing, synthesized for the NW rockwall.
Figure 6: Modelled annual frost cracking intensity (FCI) for the individual sites and the different thermal regimes. For the site-specific model run conditions (min, max, mean and 2002) see Table 1 and Section 3.2. Resulting FCI values for the indicated circles are presented in Table 4. MAT = mean annual temperature, LIA = little ice age, MCA = medieval climate optimum, MP = migration period, Roman climatic optimum.
Figure 7: Schematic section (for trace see Fig. 1) with main findings. MAT = mean annual temperature, $\overline{FCI}$ = annual frost cracking intensity index, $\varepsilon$ = denudation rate. $\overline{FCI}$ symbols represent mean modern temperature conditions (Table 4), MAT symbols represent mean modern temperature conditions color-coded with symbol size representing mean annual, diurnal amplitude (Table 1); see text for discussion.
Figure A1: Analysis of cosmogenic $^{10}$Be at site EW-01. (a) Measured $^{10}$Be concentrations plotted against the Monte Carlo (MC) solution space (light colors) and the best-fit profiles. (b) Denudation rate histogram from the MC modelling for $10^5$ model profiles and (c) corresponding reduced chi-square ($\chi^2$) values. Different model setup results are superimposed (for discussion see text).
Figure B1: $\bar{FCI}$ sensitivity to different frost cracking windows (FCW) for the frost cracking model, with standard model inputs from Andersen et al. (2015) in the upper row, and two windows from Draebing et al. (2017b) in the middle and lower row, respectively. These are dependent on the mechanical bedrock properties and were originally calculated for anisotropic slaty paragneisses. Shaded area corresponds to reconstructed historical temperature range; vertical bars indicate modern mean, min. and max. MAT conditions and curves represent the corresponding $dT_a$ and $dT_d$ conditions. Note the different y-axis scale for the $\bar{FCI}$ of each row.
Figure B2: $F_CI$ sensitivity to thermal conductivity of bedrock ($kr$). Modelled results for $F_CI$ results with $kr = 1.2$ W m$-1$ K$-1$ (dashed lines) and $kr = 6.5$ W m$-1$ K$-1$ (solid lines), representing upper and lower thresholds for thermal conductivities compiled for various lithologies (Schön, 2015). Model set up to standard conditions of Andersen et al. (2015) for all other input variables. The shaded area corresponds to the reconstructed historic temperature range.
<table>
<thead>
<tr>
<th>TCN Site</th>
<th>EW-01</th>
<th>EW-02</th>
<th>EW-03</th>
<th>EM-01</th>
<th>EM-02</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation [m]</td>
<td>2844</td>
<td>2803</td>
<td>2530</td>
<td>3100</td>
<td>3122</td>
</tr>
<tr>
<td>Slope [°]</td>
<td>50</td>
<td>53</td>
<td>83</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>Aspect [°]</td>
<td>370</td>
<td>298</td>
<td>7</td>
<td>96</td>
<td>111</td>
</tr>
<tr>
<td>Denudation rate [mm yr⁻¹]</td>
<td>0.6 ± 0.1ᵃ</td>
<td>0.5 ± 0.1ᵇ</td>
<td>3.5 ± 0.1ᵇ</td>
<td>1.7 ± 0.4ᵇ</td>
<td>2.6 ± 0.7ᵇ</td>
</tr>
</tbody>
</table>

Temperature regime

**NGST 2002**

<table>
<thead>
<tr>
<th>MAT [° C]</th>
<th>dTᵃ [° C]</th>
<th>dTᵈ [° C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>8.1</td>
<td>5.8</td>
</tr>
</tbody>
</table>

**NGST Present (2001 - 2014)**

<table>
<thead>
<tr>
<th>MAT [° C]</th>
<th>dTᵃ [° C]</th>
<th>dTᵈ [° C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5 ± 0.5</td>
<td>(1.5 ± 0.5)ᵇ</td>
<td>(7.0 ± 1.0)ᵇ</td>
</tr>
<tr>
<td>8.1 ± 1.3</td>
<td>(9.0 ± 1.5)*</td>
<td>10.7 ± 1.7</td>
</tr>
<tr>
<td>6.1 ± 0.7</td>
<td>(6.0 ± 1.0)*</td>
<td>7.7 ± 0.9</td>
</tr>
</tbody>
</table>

**19th century AD**

<table>
<thead>
<tr>
<th>MAT [° C]</th>
<th>dTᵃ [° C]</th>
<th>dTᵈ [° C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.3</td>
<td>0.7</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**LIA**

<table>
<thead>
<tr>
<th>MAT [° C]</th>
<th>dTᵃ [° C]</th>
<th>dTᵈ [° C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.8</td>
<td>0.2</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**MCA**

<table>
<thead>
<tr>
<th>MAT [° C]</th>
<th>dTᵃ [° C]</th>
<th>dTᵈ [° C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1</td>
<td>1.9</td>
<td>2.2</td>
</tr>
</tbody>
</table>

**Migration period**

<table>
<thead>
<tr>
<th>MAT [° C]</th>
<th>dTᵃ [° C]</th>
<th>dTᵈ [° C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.3</td>
<td>-0.3</td>
<td>0</td>
</tr>
</tbody>
</table>

**Roman climate optimum**

<table>
<thead>
<tr>
<th>MAT [° C]</th>
<th>dTᵃ [° C]</th>
<th>dTᵈ [° C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>2.3</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 1: Study site parameters and reconstructed temperature values. NGST sites from Gruber et al. (2004b); temperature data available at [http://www.permos.ch/data.html](http://www.permos.ch/data.html) (PERMOS 2019). For used record, see method section.ᵃ rate dependent on ¹⁰Be blank correction (see Appendix A),ᵇ data from Mair et al. (2019),ᶜ scaled from the Eigerfenster site (Gruber et al., 2004b),* values assumed (see section 3.2 for details). TCN = terrestrial cosmogenic nuclide, NGST = near ground surface temperatures at a depth of 10 cm, LIA = little ice age, MCA = medieval climate optimum, MAT = mean annual temperature, dTᵃ = amplitude of annual temperature variation, dTᵈ = mean amplitude of diurnal variation; n/a = not available.
<table>
<thead>
<tr>
<th>T regime</th>
<th>Model setups ($dT_a$ and $dT_d$)</th>
<th>$\overline{FCI}$ min. MAT [$^\circ$C m]</th>
<th>$\overline{FCI}$ mean MAT [$^\circ$C m]</th>
<th>$\overline{FCI}$ max. MAT [$^\circ$C m]</th>
<th>$\overline{FCI}$ 2002 MAT [$^\circ$C m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>Min 2001-2014</td>
<td>0.12</td>
<td>0.14</td>
<td>0.16</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Mean 2001-2014</td>
<td>0.18</td>
<td>0.20</td>
<td>0.21</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Max 2001-2014</td>
<td>0.22</td>
<td>0.24</td>
<td>0.25</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Min 2001-2014</td>
<td>0.07</td>
<td>0.07</td>
<td>0.08</td>
<td>n/a</td>
</tr>
<tr>
<td>NW</td>
<td>Mean 2001-2014</td>
<td>0.09</td>
<td>0.09</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Max 2001-2014</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Min 2001-2014</td>
<td>0.10</td>
<td>0.10</td>
<td>0.11</td>
<td>n/a</td>
</tr>
<tr>
<td>Lower NW</td>
<td>Mean 2001-2014</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>n/a</td>
</tr>
<tr>
<td>(EW-03)</td>
<td>Max 2001-2014</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 2: Selected annually integrated frost cracking efficiencies ($\overline{FCI}$) for the studied temperature regimes, and the different model runs with the respective mean annual temperatures (MAT). $T =$ temperature, n/a = not available.
<table>
<thead>
<tr>
<th>Sample</th>
<th>Depth [cm]</th>
<th>Dissolved Qtz [g]</th>
<th>$^9$Be spike [mg]</th>
<th>$^{10}$Be/$^9$Be measured [$10^{-14}$]</th>
<th>$^{10}$Be measured concentration [$10^4$ at/g]</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW-01-1</td>
<td>0.0</td>
<td>50.01830</td>
<td>0.1991</td>
<td>$7.39 \pm 0.8$</td>
<td>$1.90 \pm 0.21$</td>
</tr>
<tr>
<td>EW-01-3</td>
<td>73.3</td>
<td>50.07070</td>
<td>0.1988</td>
<td>$5.08 \pm 0.96$</td>
<td>$1.28 \pm 0.26$</td>
</tr>
<tr>
<td>EW-01-4</td>
<td>103.5</td>
<td>44.37640</td>
<td>0.1988</td>
<td>$1.66 \pm 0.56$</td>
<td>$0.42 \pm 0.17$</td>
</tr>
<tr>
<td>EW-01-5</td>
<td>207.0</td>
<td>50.12830</td>
<td>0.1991</td>
<td>$1.35 \pm 0.27$</td>
<td>$0.29 \pm 0.07$</td>
</tr>
<tr>
<td>EW-01-6</td>
<td>327.8</td>
<td>50.20810</td>
<td>0.1990</td>
<td>$1.56 \pm 0.9$</td>
<td>$0.35 \pm 0.24$</td>
</tr>
</tbody>
</table>

**Table A1:** Measured $^{10}$Be/$^9$Be ratios and $^{10}$Be concentrations for samples of depth profile EW-01. $^{10}$Be concentrations were adjusted using a weighted long-term average blank ratio of $2.48 \times 10^{-15}$, amounting to corrections of between 3 and <19% (see discussion in text).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation [m]</td>
<td>2844</td>
</tr>
<tr>
<td>Latitude [degree]</td>
<td>46.58070</td>
</tr>
<tr>
<td>Longitude [degree]</td>
<td>8.00181</td>
</tr>
<tr>
<td>Slope [°]</td>
<td>50</td>
</tr>
<tr>
<td>Strike [°]</td>
<td>227.2</td>
</tr>
<tr>
<td>Shielding factor $S_T$</td>
<td>0.55</td>
</tr>
<tr>
<td>Cover correction</td>
<td>1</td>
</tr>
<tr>
<td>Reference production rate [at g⁻¹ a⁻¹]</td>
<td>4.01</td>
</tr>
<tr>
<td>Local spall. production rate [at g⁻¹ a⁻¹]</td>
<td>19.84 ± 1.98</td>
</tr>
<tr>
<td>Uncertainty of $^{10}$Be half-life [%]</td>
<td>5</td>
</tr>
<tr>
<td>Depth of muon fit [m]</td>
<td>30</td>
</tr>
<tr>
<td>Density [g cm⁻³]</td>
<td>2.68 ± 0.04</td>
</tr>
<tr>
<td>Error on muogenic production rate [%]</td>
<td>40</td>
</tr>
<tr>
<td>Apparent attenuation length $\Lambda_{f,e}$ [g cm⁻²]</td>
<td>153.2 ± 15.3</td>
</tr>
<tr>
<td>$\chi^2$ cut-off</td>
<td>3.09</td>
</tr>
<tr>
<td>Min. age [a]</td>
<td>0</td>
</tr>
<tr>
<td>Max. age [a]</td>
<td>75000</td>
</tr>
<tr>
<td>Min. denudation rate [mm yr⁻¹]</td>
<td>0</td>
</tr>
<tr>
<td>Max. denudation rate [mm yr⁻¹]</td>
<td>15</td>
</tr>
<tr>
<td>Min. total denudation [cm]</td>
<td>0</td>
</tr>
<tr>
<td>Max. total denudation [cm]</td>
<td>1200, 1500, 2000</td>
</tr>
<tr>
<td>Min. inherited nuclides [at g⁻¹]</td>
<td>0</td>
</tr>
<tr>
<td>Max. inherited nuclides [at g⁻¹]</td>
<td>19012</td>
</tr>
</tbody>
</table>

*Table A2*: Input parameters for the modified Monte Carlo (MC) simulation code of Hidy et al. (2010).
<table>
<thead>
<tr>
<th>Age [ka]</th>
<th>ε [mm/yr]</th>
<th>Inh. [10^3 at/g]</th>
<th>Age [ka]</th>
<th>ε [mm/yr]</th>
<th>Inh. [10^3 at/g]</th>
<th>Age [ka]</th>
<th>ε [mm/yr]</th>
<th>Inh. [10^3 at/g]</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 m max. denudation</td>
<td></td>
<td></td>
<td>15 m max. denudation</td>
<td></td>
<td></td>
<td>20 m max. denudation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEAN</td>
<td>9.3</td>
<td>0.6</td>
<td>2.6</td>
<td>11.6</td>
<td>0.6</td>
<td>2.5</td>
<td>15.4</td>
<td>0.6</td>
</tr>
<tr>
<td>STD</td>
<td>5.4</td>
<td>0.1</td>
<td>0.7</td>
<td>6.8</td>
<td>0.1</td>
<td>0.7</td>
<td>9.1</td>
<td>0.1</td>
</tr>
<tr>
<td>MEDIAN</td>
<td>9.0</td>
<td>0.6</td>
<td>2.6</td>
<td>11.3</td>
<td>0.6</td>
<td>2.6</td>
<td>15.1</td>
<td>0.7</td>
</tr>
<tr>
<td>MODE</td>
<td>1.1</td>
<td>0.6</td>
<td>3.0</td>
<td>1.2</td>
<td>0.6</td>
<td>3.0</td>
<td>1.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Min</td>
<td>0.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>lowest (\chi^2)</td>
<td>6.8</td>
<td>1.0</td>
<td>2.2</td>
<td>21.1</td>
<td>0.6</td>
<td>1.9</td>
<td>21.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Max</td>
<td>29.9</td>
<td>1.1</td>
<td>4.5</td>
<td>37.3</td>
<td>1.1</td>
<td>4.7</td>
<td>54.3</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table A3: Result statistics for Monte Carlo (MC) depth profile modelling of profile EW-01.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow restriction in warm bedrock [m⁻¹]</td>
<td>2.0</td>
</tr>
<tr>
<td>Flow restriction in cold bedrock [m⁻¹]</td>
<td>4.0</td>
</tr>
<tr>
<td>Critical water volume [m]</td>
<td>0.04</td>
</tr>
<tr>
<td>Porosity bedrock</td>
<td>0.02</td>
</tr>
<tr>
<td>Basal heat flow [W m⁻²]</td>
<td>0.05</td>
</tr>
<tr>
<td>Thermal conductivity water [W m⁻¹ K⁻¹]</td>
<td>0.56</td>
</tr>
<tr>
<td>Thermal conductivity ice [W m⁻¹ K⁻¹]</td>
<td>2.14</td>
</tr>
<tr>
<td>Thermal conductivity bedrock [W m⁻¹ K⁻¹]</td>
<td>3.0</td>
</tr>
<tr>
<td>Volumetric heat capacity water [kJ m⁻³ K⁻¹]</td>
<td>4210</td>
</tr>
<tr>
<td>Volumetric heat capacity ice [kJ m⁻³ K⁻¹]</td>
<td>1879</td>
</tr>
<tr>
<td>Volumetric heat capacity bedrock [kJ m⁻³ K⁻¹]</td>
<td>2094</td>
</tr>
<tr>
<td>Specific latent heat of water [J kg⁻¹]</td>
<td>333.6</td>
</tr>
<tr>
<td>Density of water [kg m⁻³]</td>
<td>1000</td>
</tr>
</tbody>
</table>

*Table B1:* Model parameters for the frost cracking model of Andersen et al. (2015) used and not already given in Section 3 of the main text.