
Interactive comment on “Modelling the effects of ice transport 

and sediment sources on the form of detrital 

thermochronological age probability distributions from 

glacial settings” by Maxime Bernard et al. 

Response to the reviewer. 

We first wish to particularly thanks the Pr. Ehlers for his review of the paper. His comments are 

very relevant and have been very appreciated by the authors.  

We took into consideration all the comments and we present our reply point by point. 

GENERAL COMMENTS: 

G1. The general validity (beyond the simulations presented) of the authors results and interpretations 

is difficult to assess. If I understand the text and Table 1 correctly, the authors present a set of 
simulations with only one set of parameters. These results are nicely presented and described, but the 

primary interpretations of the paper (e.g. 1,500 yr equilibrium time for observed age-distributions; 

sediment trapping in tributary glaciers, hill slope vs. Glacial contributions to observed age 
distributions) are based on this single (?) set of chosen parameters. The results would be 

generalisable and more broadly applicable if a small set of additional simulations with a sensitivity 

analysis were included. For example, picking the least well constrained climate, ice, and hill slope 

parameters and picking reasonable values above and below what is shown in Table 1 should be 
considered to evaluate how robust the interpretations are in the text. I suggest these additional figures 

be shown in the supplementary material and then referred to in the main text, or highlighted in a new 

discussion section with a new figure that compare results. 
 

In the initial version of the study we presented the models with only one set of parameters for the 

simulated glacier dynamics. We share the concern of the Pr. Ehlers, so we performed a set of 

additional simulations with a set of parameter values that lead to a glacier size ~1000 m longer and 
shorter than the modelled glacier presented in the main study. We chose this range of glacier size 

difference because greater discrepancies would lead to very different glaciers dynamics and glacier 

thickness compared to the ITMIX experiments results, which is our calibration for the Tiedemann 
glacier. The additional models are now presented in a dedicated section in the supplementary 

materials, where we compare the results with the reference model (i.e. presented in the main text). 

Overall, the resulting detrital age distributions and equilibrium time for the frontal moraine of these 
additional models do not significantly vary from the reference model. 

 

G2. The results of Enkelmann and Ehlers (2015, Chem Geo) compared AFT ages across the ice cored 

moraine, outwash, and older moraines in front of the modern glacial terminus. The ice cored moraine 
and outwash samples were statistical identical (Fig. 6E), meaning that multiple ice cored samples 

when combined produce the same grain-age distribution as outwash. “slight differences” were 

observed between the individual ice cored moraine material in this study (Fig. 4 of Enkelmann and 
Ehlers). While the authors of this study (Bernard et al) explicitly say they are not trying to match 

observations in their study, in the discussion section they end making statements that do compare / 

evaluate the observations. There are suggested revisions related to this:  
    G2-a. In the start of the paper when describing the previous observational studies in the area (and 

the bedrock data you use), please add text that makes it clearer how these data were collected and 

which data sets are or are not relevant to how the model is setup and why. For example, the 

Enkelmann and Ehlers 2015 data are well suited for comparison to the model results (they come from 
ice cored moraine material at the end of the glacier). In contrast - the Ehlers et al. 2015 data are from 

glacial outwash and are not suitable for comparison to how the model is setup. The modelling 



approach does not track particles through the subglacial hydrologic system. No comparisons to this 

later study should be made in this manuscript. 
G2-b. The concluding discussion section (4.4) and Fig. 10 make model predictions that are more or 

less comparable to the observations of Enkelmann and Ehlers, 2015. Although some qualitative 

comparisons are made in the text, the manuscript would be much stronger if the data from Enkelmann 
and Ehlers, 2015 were also plotted in Fig. 10c and similarities / discrepancies are discussed. 

 

Initally, we did not aim to compare our results explicitly to the observations given that our synthetic 

steady Tiedemann glacier dynamics does not reflect the real Tiedemann glacier which is currently 
retreating. However, the comments of the two reviewers convinced us to consider such a comparison. 

As mentioned by the Pr. Ehlers, as our sediment particle sampling is focused on the frontal moraine, 

we only compare our results with the detrital age distributions from Enkelmann and Ehlers (2015) in 
which the samples come from the ice-cored terminal moraine. Such a comparison, with statistical 

tests, is presented in the revised version of the manscript.  

At the start of the paper we larify the provenance of the samples from Enkelmann and Ehlers (2015) 
and Ehlers et al. (2015). We have also specified that we produced our bedrock ages according to the 

age-elevation from Enkelmann and Ehlers (2015) for the AFT data and from Ehlers et al. (2015) for 

the AHe data. In the revised version of the manuscript, the comparison of our detrital age distributions 

with the AFT data of the ice-cored terminal moraine samples from Enkelmann and Ehlers (2015) is 
made in section 4.4 (i.e. Implications for detrital sampling strategies) with the figure and the results 

from statistical tests presented in the Appendices. In that section we specified the provenance of the 

samples from Enkelmann and Ehlers (2015) (i.e. ice-cored terminal moraine). 
 

G3. The model setup and description needs to be clearer. It is not clear how erosion is done for hill 

slopes and how ages from hill slopes are mixed with the glacial sourced ages. It would greatly 

improve a readers understanding of this study if the coupling (and particle tracking) between hill 
slopes and glaciers was better explained, and also the sensitivity of their results (e.g. Fig. 7) to some 

of these parameters (e.g. see also comment G1 above). I also don’t understand exactly how the 

‘uniform’ erosion model was calculated with the ice model (see detailed comment below). The 
methods sections needs to explain the model setup for all this better. Section 2.1 (end) explains a non-

linear diffusion model is used for hill slopes, but it’s not described in enough detail how the sediment 

transport is done in this part of the landscape. The paper later on nicely explores how hill slope vs. 
Glacial sediment sources impact detrital cooling ages. Thus, some additional text in the methods 

section would make it much easier to understand the model results. As it’s written now, I could not 

reproduce your results if I wanted to. 

 
We considered the comment of the Pr. Ehlers and have made the model setup and description clearer 

having entirely rewritten section 3. In the case of uniform erosion, we specified the production of 

particles in each cell of the model for both hillslope and glacial sources. In the case of non-uniform 
erosion (section 3.5), the erosion is determined by the erosion laws presented in section 2.1. The 

thermochronological age of a particle is based on the source location elevation of that particle and the 

appropriate age-elevation profile. Thus, each particle carries an age which is not modified during the 
particle transport. The mixing of particles (i.e. ages) is the result of the transport pattern. However, 

during the sampling process we can choose to identify and sample particles according to their source 

location (hillslopes or glaciers). The sensitivity of parameters for figure 7 are now presented in the 

supplementary materials. 
A particle is formed once the erosion products in a cell reach a thickness threshold (Hs = 0.01m). 

Then, each particle is transported away according to the transport laws for hillslopes (Eq. 8) and for 

ice (Eq. 9). This is now explained in the start of section 2.2. 
 

G4. Comparison of distributions should include statistical tests. Section 4.4 (see also detailed 

comment 26 below) presents an analysis of how representative point samples across a moraine 

compare to the mean of all samples and the bedrock distribution. This section is very useful for 
understanding how and where people could sample. However, the analysis does not statistically 



evaluate if the different synthetically sampled distributions are the same or not. Visual / qualitative 

comparisons of distributions 
is dangerous, and I suspect (based on experience) that several of the distributions show in Fig. 10c 

will be statistically identical. If this section remains in the paper (which I hope it does), it’s important 

the authors conduct a simple KS or Kuiper test to see if in fact the different distributions show in 
figure 10c are different or not. This comment could also potentially impact the conclusions presented 

in section 4.5. The text in section 4.4 and 4.5 is good, but simply needs support from a more 

quantitative comparison. Finally, as mentioned above for comment G2, this model result should be 

compared to observations that were collected from roughly this same area (Enkelmann and Ehlers, 
2015). 

 

In the initial version of the manuscript, our comparative analysis was primarily qualitative as our goal 
is to describe the form of the detrital age distributions and link it to processes (i.e. sediment transport 

and erosion). In section 4.4, we compare the detrital age distributions over 4 regions within the frontal 

moraine to the catchment bedrock age distribution, and discussed the discrepancies that occur. The 
validity of statistical tests is not a given (e.g. Vermeesch, 2018), partly our concern regarding 

statistical tests. However, in the revised version of the manuscript we use two statistical tests 

(Kolmogorov-Smirnov and Kuiper tests) to compare our detrital age distributions with the catchment 

bedrock age distribution, and with the detrital age distributions from Enkelmann and Ehlers (2015). 
Given, this, we also highlight some contradictions between the inferences made from the two 

statistical tests. 

 
G5. The text is in general well written and clear. However, there are many small wording issues / 

grammatical problems throughout the text (e.g. missing articles, subject/ verb agreement) that are 

understandably hard to catch for a non-native speaker. I recommend a native speaker/co-author give 

the text another thorough read to correct these. 
 

We thank the Pr. Ehlers to have pointed out such wording and grammatical issues. We brought a 

particular attention to these issues in the revised version of the manuscript.  
  

SPECIFIC COMMENTS: 

0. For clarity - all axis labels with ‘Age’ on them should say what age (e.g. “AFT Age”) you are 

plotting since you work with two different systems in this study. 

 
Done. 

1. Abstract should make it clear if the langragian particle tracking is only for ice flow, or subglacial 

water. 

 
We now state in the new version of the manuscript (page 1 – line 15): “Sediments are tracked as 

Lagrangian particles formed by bedrock erosion, where their transport is restricted to ice or hillslope 

processes until they are deposited”. 

2. Page 2 paragraph starting at line 17: Also relevant to the content of this paragraph, and the study 

area investigated is the study by Yanites and Ehlers 2016 that documents how glacial sliding 

relates to bedrock thermochronometer ages (in a neighbouring valley in the Coast Mountains). 
Yanites, B. J. and Ehlers, T. A.: Intermittent glacial sliding velocities explain variations in long-

timescale denudation, Earth and Planetary Science Letters, 450, 52–61, 

doi:10.1016/j.epsl.2016.06.022, 2016. Also - this manuscript is highly relevant to the following 

previous work and the authors should consider citing it in the introduction or discussion. 
Herman,F.,et al., 2018. The response time of glacial erosion. JGR - Earth Surface. 

https://doi.org/10.1002/2017JF004586 

 

https://doi.org/10.1002/2017JF004586


We thank the Pr. Ehlers for suggesting the studies relevant for our manuscript. We have added a small 

paragraph that mention the results of the study of Yanites and Ehlers 2016 (Page 2 -lines 20-24).  

We also now mention the study of Herman et al. (2018) when we discuss the kinematics of our 

sediment transport model (Section 4.2) and the characteristic timescale for the glacier dynamics (Page 

20 – lines 28-29). 

3. Page (pg) 3, line (ln) 12 - It might be worth clarifying here for readers that the Enkelmann and 

Ehlers 2015 studied sampled ICE across the ablation zone, and the Ehlers et al. 2015 study 
sampled glacial OUTWASH. This would help readers understand why you can not directly 

compare model predictions to one of these sets of observations.. 

 
We have made this clear by modifying this sentence. (Page 3 – lines 16-19). 

4. Pg5, 6 model description. Hydrology effects on sliding are described here, but please also add a 

sentence or two that says if this is also included in the particle tracking for making SPDFs of 
cooling ages. Maybe you address this later. 

 
We have added the sentence “We stress again that we neglect the transport of particles by meltwater 

and focus only on the ice and hillslope processes.” (Page 7 – lines 22-23). 

5. Pg5, 6 - It is also important that this section says how you have calibrated the model for the 

subsurface hydrology. This aspect of the model is likely very important for how the data are 
interpreted, so some text on this aspect would be useful. 

 
We have added the sentence “We calibrated our hydrological model by a trial-error process by varying 

k0 (Eq.2) to lead to a reasonable value of basal ice sliding velocities (Table S1).” We have also added a 

short description in the supplementary material associated to Table S1 to show the parameters used for 

our calibration approach for the Tiedemann glacier. (Page 6 – lines 7-8, and Supplementary Table S1). 

6. Pg.6 - Your approach assumes all sediment comes from quarrying. I’m more or less ok with this 

(note fine sediment fractions were present in what we sampled for this glacier). However, please 
explain here if you account for the comminution (breaking down) of plucked material. Why could 

this be important? If 20x20cm rock is plucked in the upper reaches of the catchment it will break 

down during transport and provide fine grain material that was sampled. If a 20x20 cm rock is 

plucked from 100 m from the sample point - it wouldn’t show up in sample. The material sampled 
for the Tiedemann glacier ice cored moraine and outwash was a ‘bulk’ sediment sample, but with 

nothing greater than _2x2cm size in it. I would be great if your modelling approach accounted for 

comminution, but I’m guessing this is not the case. So this effect needs to be acknowledged and the 
potential implications of it discussed in a model caveats section. 

 
We do not account for the comminution in our transport model as this would lead to computer-

memory issues due to the too large number of particles tracked by the model. We have added a short 

paragraph to discuss the issue of such process in the sampling approach, in section 4.1 which deals 

with the limitations of our modelling approach (Page 20 – lines 12-15). 

7. Pg 6/7 - section 2.3. As indicated above, please explicitly state that water transport of detritus is 

not accounted for. Fluvial systems mix sediment very efficiently and the flow rates on these outlet 
rivers are high (rounded cobbles were in the river bed and appeared transported by it). 

 
This comment is similar to the specific comment 4 that we have already answered to (Page 7 – lines 

22-23). We also remind this issue page 20 – line 16. 

8. Pg. 8 section 2.3. Please add some text saying how the glacial mass balance (and climate inputs) 

are calculated and refer to your table. 

 



We have added a Table (S1) in the supplementary materials and we explain how different parameters 

values have been chosen to calibrate our model. Furthermore, a short text was also added to describe 

the computation of the glacier mass balance (Supplementary material – Table S1). 

9. Fig. 4c, d - I suggest labelling the x-axis with the age plotted (e.g. “AHe Age” for c). Also - for the 

caption, mention what uncertainty you used for making the PDFs since this influences the 
smoothness of the curves relative to panel B. Caption should also explicitly say the data come 

from glacial outwash, not moraine. 

 
We have changed the figure label accordingly. However, the data used for the building of bedrock age 

distributions are the in-situ central ages of the AHe and AFT systems, through the age-elevation 

profiles, from Ehlers et al. (2015) and Enkelmann and Ehlers (2015) respectively, and thus are not 

from the glacial outwash sample presented in Ehlers et al. (2015). We describe these bedrock SPDF 

Page 12 – section 3.1. 

10. Pg12 ln7. Please say under what conditions the equilibrium state was calculated, and how closely 

it matches the present-day thickness and length of the glacier. 

 
We explain our calibration approach for the synthetic Tiedemann glacier Page 8 – lines 15-18. We also 

refer the readers to Figure S3, which shows the comparison between the iSOSIA model and the results 

of the ITMIX experiments (Farinotti et al., 2016) that predicts the ice thickness of many glacier around 

the world, as the Tiedemann glacier. 

11. Fig. 5. Please provide a more descriptive caption of what model this is at the start of the caption. 
Also - what are you actually doing with the ‘hillslope’ vs. ‘glacial’ parts of the catchment (Fig. 

5a). It’s not clear from the text (or caption) if you are also feeding hill slope material into the 

SPDFs calculated. 

 
Changes in the caption of Fig. 5 have been made to make it clearer (Figure 5 and Page 12 – line 26). 

We also added a sentence in the main text: “Particles are sampled independently of their source origin 

(hillslope vs glacial, Fig. 5a).”  

12. Pg13, ln1-2. Reword sentence please. 

Done.  (Page 15 – lines 6-7). 

13. Fig. 6 - caption needs a starting sentence saying in general what is plotted and what model it 

comes from. Also- again for panel c, d - indicate the age type (“AHe Age”) on the x-axis. Please 

do this for all other figures if this is also the case. It makes it much easier to read the figures 
quickly. 

 
Additional sentence and axes labels have been modified according to the comment for all figures. 

14. Pg.14 ln1. Please explain better what you mean by “model with uniform erosion”. I’m confused 

because I don’t understand how you made the ice model have uniform erosion - and where the 

uniform erosion was applied (e.g. Hillslopes and glacial areas?). Fig. 7e kinda gets at this, but the 
text should explain it better. Thanks. 

 
We forced uniform erosion by setting the production of particles in each model cell with a constant 

erosion rate. The erosion is applied in the entire model. The different colours in Figure 7a (i.e. red and 

blue) identify the sediment sources (hillslopes and glaciers). According to this comment and the 

following one, section 3.3. was confusing. We have therefore entirely rewritten it to make our results 

clearer. The model with uniform erosion is now explained more specifically at page 15 – lines16-17. 

15. Pg. 16 top. After reading this page (related to previous comment) I’m still confused and some 
clarification is needed on this paragraph and what was actually calculated. The start of the 



paragraph needs to explain better what the objective of this comparison is (hillslope vs. glaciers) . 

Also ln3-4 are confusing because I thought this section only about uniform erosion, but this 
sentence says you are comparing a detrital SPDF to the uniform erosion model. Are you talking 

about the OBSERVED detrital SPDF? Perhaps make it clear throughout the text by always using 

‘observed’ vs. ‘modeled’ detrital SPDFs 

 
As mentioned in a previous comment we have rewritten Section 3.3. We compared the modelled 

detrital SPDF with the modelled catchment bedrock SPDF resulting from the uniform erosion model. 

We differentiate between the detrital SPDF and the catchment bedrock SPDF clearer. 

16. Pg16, ln10+. This paragraph is also unclear. After reading all of section 3.3 - I’m confused as a 

reader. Please rewrite this section to make it clearer of a) what is the logic behind the experiment 

/ comparison conducted, b) what is the first and second order main trends in the results and what 
data / model results (bedrock vs. Detrital you’re looking at, and c) summary sentence(s) with the 

key observation to take away. 

 
We took into consideration this comment and have rewritten section 3.3. The rationale behind the 

model of uniform erosion was to characterise the form of the detrital SPDF at the glacier front 

resulting from a continuous spatially uniform production of particles (which differs from the model 

presented in Figure 5 that consider only a pulse of particle production). In this case, we should expect 

some effect due to the transfer time of sediment particles as we can see with the shifting of the mean 

detrital SPDF toward younger ages (Fig. 7). We discussed this effect in section 4.2. 

17. Maybe I missed it earlier, but after reading the results section - I think the methods section needs 

to be expanded some to explain how you look at (or calculate) hillslope vs. Glacial contributions 

to the detrital cooing ages. 

 
The particles can be sampled according to their source origin (each particle as a tag according to the 

source when forming that can be retrieved during the sampling process). We now specify this at the 

end of section 2.4 (Page12 – line 4). 

18. Pg16 ln 29. I don’t understand how “we computed a new: : :”. How did you compute this? 

Assuming uniform erosion? Using a diffusion based hill slope transport law? Please elaborate. 

 
We calculated a new bedrock SPDF using the age-elevation relationship convoluted to the 

hypsometric distribution of the hillslope sources, as we assume uniform erosion. We now refer to this 

bedrock SPDF as the “hillslope bedrock SPDF” in the main text. (Page 16 – lines 10-11)   

19. Pg.17 ln5-10. This result is entirely dependent on the assume hill slope transport law used, and 
diffusivity,: : :.right? Perhaps mention this, and also make it clearer (per my previous comments) 

how the curve in Fig. 7 is calculated. 

 
Figure 7 displays results obtained with a uniform erosion model. There is therefore no dependency on 

the erosion law used for the hillslopes. Concerning a potential sensitivity to a transport law, because 

we consider steady-state SPDFs, our results are assumed independent of the transport processes or 

rate. We make this clearer by performing sensitivity tests by varying the diffusivity value used in this 

study (Kh = 5 m² yr-1). The results of these tests are presented in the supplementary materials. The 

mean detrital SPDFs (in the frontal moraine) resulting from particles originating from hillslopes are 

computed following the method presented in section 2.4. The hillslope bedrock SPDF is computed 

using the age-elevation relationship and the hypsometric distribution of the hillslope sources. 

20. Pg. 18 ln1. Several times in the paper you refer to or tune the model to an erosion rate 1 mm/yr. 

Why did you use this value? This should be explained in the methods section. 

 



We have used a value of 1 mm yr-1 as it is in the range of natural values and it allows a continuous 

production of particles while maintaining a reasonable simulation time. We have added these 

sentences at the top of section 3.3 (Page 15 – lines17-18). 

21. Pg.18 ln1-4. I don’t understand this sentence and where these numbers you cite are coming from. 

For example, where is 31 mm/yr coming from? Where are the uncertainties in the numbers later in 
the sentence coming from? 

 
We meant that despite the mean erosion rate is 1 mm yr-1, local deviations to this average value occur 

due to the heterogenous pattern of erosion. The value of 31 mm yr-1 is the maximum local erosion rate 
shown in Fig. 9 (in the revised version of the manuscript). Next, we calculated the standard deviation 

for each sediment sources (hillslope vs glacial) to the average erosion rate of 1 mm yr-1. We clarify 

this in the revised version of the manuscript. (Page 18 – lines 17-19).  
 

22. Pg. 18. Ln6. Please rewrite this sentence. I don’t understand it. 

The sentence has been rephrased and split into 3 sentences (Page 18 – lines 19-21) 

23. Pg. 19 ln1. “traducing”? Not sure what you’re trying to say. 

This sentence has been changed to clarify this. 

23. Pg 19 ln20. Please expand this thought (particle tracking is in ice, not sub-glacial drainage). I 

would describe in general (qualitative) terms how the results could differ if subglacial outwash 
was sampled (e.g. how Ehlers et al. 2015 sampled).  

 
We have done so, see page 20 -lines 16-21. 

 
24. Pg. 19. Ln 24-25 “spatial erosion pattern can be biased on the detrital SPDF (e.g. Ehlers et al. 

2015)”. Please remove the “e.g. Ehlers et al. 2015”. You may be correct that there is a bias, but 

you haven’t shown this because the Ehlers et al. samples were from OUTWASH, not from ice. Also 

- your timescale arguments for bias later in the paragraph would likely be severely decreased if 
outwash is sampled because transit times of water to the outlet are significantly faster than for ice. 

So, please either show that Ehlers et al. 2015 have a bias in their outwash sample interpretation, 

or remove the reference to this paper to be fair. Final note concerning the general conclusions 
you are trying to make here about timescales - while your description is accurate for the 

simulations you present, it’s hard to know if this is really a general result with any sensitivity tests 

to your model parameters presented in the study. Please consider adding sensitivity tests in the 

supplemental material and referring to them in the text. Table 1 - please be more specific about 
what you mean by “variable” in some rows. I think what you mean is that these variables are 

‘internally calculated’ 

 
The reference has been removed. The sensitivity tests have been added in supplementary materials, 

section 2. They show that the time to reach equilibrium, neglecting fluvial sediment transport, is of the 

same order than presented in the text (103 years), when varying the model parameters. Obviously, 
considering fluvial transport would decrease drastically the response time of sediment transport. Yet, 

because we are only considering the detrital signature of moraines, which are glacial sediment deposits 

and not fluvial ones, we do not expect a significant impact of considering fluvial transport on our 

results. We have revised the scope of our conclusion to account for this important point (Page 20 – 
lines 28-32 and Page 21 lines 1-11). Moreover, Table 1 has been modified according to the comment: 

“Variable” is replaced by “Model outcome”. 

 
25. Pg. 21 ln29-30. This isn’t really a surprise is it that moraines will more closely represent glacial 

erosion than hill slopes? Also - doesn’t this statement and paragraph sort of contradict the 

previous section where you say there would be a bias towards low elevations in SPDFs? Maybe 



I’m missing something here - but perhaps more text (in the previous section about biases) relating 

to what section 4.3 is saying would help clarify things more. 
 

In the case of debris-cover glaciers where the major sediment sources are hillslopes, thus moraines 

likely represent hillslopes erosion. We want to point out here that because glacial sediment particles 
are likely to be produced close to the ice streamline showing high velocities, the transfer time of such 

particles will be small compared to supraglacial sediment particle. Thus, in the case where the amount 

of erosion is the same for supraglacial and subglacial sources, we expect that the glacial sources to be 

over-represented, and thus the detrital SPDF to be bias toward younger ages if they are located beneath 
the ice (Page 23 – lines 13-16). 

 
26. Pg.22 section 4.4. This is nice that you done this analysis. However, to do this type of comparison 

you need to test if the distributions show in Fig. 10c are in fact statistically different. To do this, 
you need to apply a KS (or Kuiper) test of the distributions. 

Please include this type of analysis to see if these distributions really are in fact different at the 

95% confidence level. This comment also potentially impacts the interpretations presented in 
section 4.5. 

 
We already reply in the general comment G4. 

 
27. Pg. 24 ln 1-2. This conclusion is correct for the simulations presented, but how variable is this 

result if there are variations in some of the model parameters. A sensitivity test of model inputs 

would help readers see if this result is general, or specific to your model simulations. 

 
We have made such tests and discussed the results in section 2 of the supplementary materials. The 
results do not significantly differ from those presented in the main text.  

 

28. Pg. 24 ln22-23 “However, we also emphasis : : :” This statement should be removed or 
significantly expanded & justified. How many grains should be sampled is a significant topic on 

it’s own, and this study doesn’t address this. The typical “100” grains minimum that people site 

from Vermeesch is not actually correct for these types of detrital samples (we have a paper in 
preparation that goes through the statistics of number of detrital AHe samples needed for different 

catchment sizes and it’s complicated). 

 
We removed this sentence from the conclusion. 

 
29. Supplementary materials. There is useful material presented in the supplement, but the figure 

captions are a too sparse for some figures. Please expand the figure captions some to be more 

descriptive of what is shown. For example, what model simulation is shown in the figure, and 
perhaps also what section of the text the figure is relevant to. 

 
The captions of the figures have been rewritten, expanded and clarified for better description of the 

figures.  
 

Reference 
 
Vermeesch, P.: Dissimilarity measures in detrital geochronology. Earth-Science Reviews, 178, 310-
321, 2018. 



Interactive comment on “Modelling the effects of ice transport 

and sediment sources on the form of detrital 

thermochronological age probability distributions from 

glacial settings” by Maxime Bernard et al. 

Response to the reviewer. 

We thank the anonymous reviewer for his review of the manuscript. We here response to the 

main concern of the anonymous reviewer and then we provide a point by point response to his 

comments. 

We first point out that we changed the title of the manuscript to be more informative about the 

approach of our study. 

The first concern is about the limited sediment transport processes considered in our study. We 

considered the transport of sediments on hillslopes and by ice but do not incorporate transport by 

meltwater. The anonymous reviewer pointed out that the majority of sediments is transported out of 

the glacier through the subglacial hydrology system. This may have important implications concerning 

the sediment transfer time and thus on the equilibrium time of the frontal moraine reported in our 

study (about 1500 years). We understand and share the concern of the anonymous reviewer about the 

role of subglacial hydrological systems in reducing the transfer time of sediments. We have revised the 

scope of our conclusions to discuss this important point. However, as we only consider the detrital 

signature of moraines, which are glacial sediment deposits and not fluvial ones, we do not expect a 

significant impact of fluvial transport on our results. We also discuss this point further in the revised 

version of the manuscript in section 4.2. 

Our time for equilibrium of the frontal moraine (i.e. 1500 years) is similar to the characteristic time 

estimated by some authors the anonymous reviewer has cited. However, as mentioned earlier, we 

expect that the frontal moraine mainly reflects the glacier dynamics as the sediments that participate to 

build such glacial features mainly come from the ice (e.g. Winkler and Matthews, 2010; Bowman et 

al., 2018; Ewertowski and Tomczyk, 2020). Moreover, our discussion includes a spatial distribution 

on sediment transfer times which is not captured by the equation estimating the characteristic time. For 

these reasons we limited our discussion to sediment transfer times but revised the scope of our 

conclusion.  

Initially, we did not aim to compare our results explicitly to the observations given that our synthetic 

steady Tiedemann glacier dynamics does not reflect the real Tiedemann glacier which is currently 

retreating. However, the comments of the two reviewers convinced us to consider such comparison. 

We now compare our modelled detrital AFT distributions to the detrital AFT distributions from 

Enkelmann and Ehlers (2015) which are coming from ice-cored terminal moraine (see Section 4.4). 

We are aware that the erosion rule of Ugelvig et al. (2016) is mainly based on a mechanical model for 

bedrock fractures (Iverson, 2012), which has not been validated by a comparison with field data. On 

the other hand, empirical models that consider power laws between erosion rates and sliding velocity 

obtained by fitting natural data have little physical support and may lack some important processes. 

For instance, it is well documented that effective pressure plays a role in the quarrying process (e.g. 

Cohen et al., 2006). The equation of Ugelvig et al. (2016) is an attempt to incorporate this effect on a 

large-scale model. As discussed in Ugelvig et al. (2016), the strong dependency of erosion to the 

effective pressure (the power of 3) may be exaggerated. However, the results presented in Fig. 9, do 

not contradict the observations. If we consider the mean catchment erosion rate (1 mm yr-1) and the 

maximum sliding speed of the main glacier (~60 m yr-1, Fig. 3), we are in the range of values 



presented in Cook et al. (2020). Overall, we chose this model because of its mechanistic basis, despite 

its lack of a validation by natural data. 

We share the concern of the anonymous reviewer about the availability of the source code. Therefore, 

we now make the code for iSOSIA and the external routine for constructing age distributions publicly 

available. (https://github.com/davidlundbek/iSOSIA). 

Specific comments: 

1. Abstract: How does detrital thermochronology enables to avoid biases better than other 

methods? 

We did not make a comparison to other methods, but meant that thermochronological analysis on 

sediments (detrital thermochronology) potentially provides information from beneath the glacier, 

contrary to in-situ thermochronology for which sampling beneath the ice is generally not possible. 

(Page 1 – line 10). 

2. Page 1-line 22: SPDF should be spelled out the first time it is used. 

Done. 

3. Page 2 – line 3: The authors should be more precise on the order of timescales. 

This point has been removed from the abstract. 

4. Page3 – lines 5-17: Detrital studies can only be done appropriately, in my opinion, if the 

source area is properly described. The fertility or age distribution within the catchment must 

be characterized as much as possible. It is clearly not the panacea as the problem remains ill-

posed, but at the very least the authors could make some references about the importance of 

having a good knowledge of the source area.  

We share the concern of the anonymous reviewer. Therefore, we have added a small paragraph in the 

introduction to mention the need of a priori knowledges on the spatial distribution of ages in the 

catchment and mineral fertility, to interpret the detrital thermochronology data (Page 3 – line 10-11). 

5. Page 4 – lines 9-10: The code should be made publicly available. 

The iSOSIA version to run models presented in this study, and the Matlab code to compute age 

distributions, is now publicly available.  

6. Page 6 – line 11: “We follow MacGregor et al. (2009)..” and everybody else (e.g. Braun et 

al., 1999; MacGregor et al. 2000; Tomkin and Braun, 2002, etc.) 

We are aware that other authors considered the same assumption about ignoring the abrasion erosion, 

however to limit the number of references used in this study we now limit our citation to MacGregor 

et al. (2009). 

7. Page 6 – line 19: While there are some observations that support the link between sliding and 

erosion (e.g. Humphrey and Raymond, 1994; Herman et al., 2015; Koppes et al., 2015; Cook 

et al., 2020), there is no available data specifically for the chosen erosion rule, beyond the 

models of Ugelvig et al. (2018). It would be good at least if the authors could acknowledge 

some of the observational basis for utilizing of this rule, or the relationship between sliding 

and erosion. 

We already answered this comment in the responses to the main comments. 

8. Page 6 – line 22: I do not think subglacial fluvial transport should be ignored. 

https://github.com/davidlundbek/iSOSIA


Indeed, we fully agree that subglacial fluvial transport should be considered in future studies. 

However, the role of subglacial fluvial transport in the building of frontal moraines may be not 

predominant. We discuss this point further in the section 4.2 of the new version of this study.  

9. Page 7 – line 22: The flux and erosion rate (i.e., velocity) are the same equations (Eqns. 7 and 

8) both scale with constant that have the same unit. That cannot be.  

We thank the reviewer to have pointed out this mistake. This has been corrected in the new version of 

the manuscript. 

10. Page 7 – line 10: The authors assume that all the transport happens within the ice. 

We have answered this comment in the responses of the general comments. 

11. Page 8: Is there any information on the actual velocity of the glacier? The authors have 

chosen a relatively slow glacier, although the glacier is comparable to many alpine glaciers 

and I appreciate that the authors need a site where some thermochronological data were 

available. This has some influence on the final result of the characteristic timescale, as it 

scales as the ratio between the glacier length and velocity. For example, Cook et al. (2020) 

showed velocities ranging from a few meters per year to several kilometres, implying that the 

equilibrium timescale estimated here is only applicable to the Tiedeman glacier. 

To our knowledge, the only information on the velocity of the glacier comes from the ITMIX 

experiments (Farinotti et al., 2016, 2019). We share the concern of the reviewer about the 

characteristic timescale; however, we stress that showing the spatial distribution of sediment transfer 

times brings additional information relative to a single characteristic timescale, that may hide large 

variability. We also agree that the variability from glacier to glacier (Cook et al., 2020) may restrict 

the generality of the conclusion about the equilibrium timescale to the Tiedemann glacier, but we think 

of this conclusion more as an insight about the equilibrium timescale of the frontal moraine, and it 

relevance to the interpretation of detrital SPDFs. Future studies should explore this issue. 

12. Page 10 – line 11: It would be useful to have more information about the geology. Ehlers et 

al. (2015) refer to Rusmore and Woodsworth, but the geological map is very large. Is the 

geology under the glacier truly uniform? I could not find this information. 

The more recent and precise geological map of the Tiedemann glacier area is from Cui et al. (2017) 

and is available here. The main lithologies outcropping in the Tiedemann glacier catchments are 

granodiorite and orthogneiss as mentioned in Ehlers et al. (2015), and suggest low bias in fertility of 

apatite in the area.  

13. Page 12 - line 4: ‘limiting the ability” I do not understand why. Intuitively, more variations, 

such as kink in an age-elevation profile should provide more information. 

A kink in an age-elevation profile give more information in terms of exhumation history. However, 

the ability to track the source of sediments depends on the uniqueness of the age-elevation relationship 

(i.e. one age = one elevation). For the AFT age-elevation profile, this is not the case as the same age 

can be interpreted as two very different elevation. 

14. Page 12 - lines 14-16: The time to travel through the glacier is entirely dependent on the ice 

flow model, and it is likely it would be significantly faster if the subglacial hydrology would be 

included. 

We agree that transport by meltwaters would decrease the transfer time of sediments to the glacier 

margin and should be integrated in future studies. However, we postulate that the debris composing 

frontal moraine are mainly the reflect of the ice dynamics, as their formation is mainly done through 

dumping of sediment from the ice surface, and bulldozing process (see section 4.2). 

https://www2.gov.bc.ca/gov/content/industry/mineral-exploration-mining/british-columbia-geological-survey/geology/bcdigitalgeology


15. Page 19 – line 15: There are numerous papers on the glacier response time that could be 

cited. 

We included references on the glacier response time in the new version of the manuscript, including 

Johannesson et al. (1989); Oerlemans (2001) Roe and 0’Neal (2009); Herman et al. (2018). 
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Abstract. The impact of glaciers on the Quaternary evolution of mountainous landscapes remains controversial. Although in 

situ or bedrock low-temperature thermochronology offers insights on past rock exhumation and landscape erosion, the 10 

methodsmethod also suffersuffers from potential biases due to the difficulty of sampling bedrock buried under glaciers. Detrital 

thermochronology attempts to bypassovercome this issue by sampling sediments, at e.g. the catchment outlet, thata component 

of wich may originate from beneath the ice. However, thedetrital age distributions resulting from detrital thermochronology 

do not only reflect the catchment exhumation, but also thespatially variable patterns and rates of surface erosion and sediment 

transport. In this study, we use a new version of a glacial landscape evolution model, iSOSIA, to address the effect of erosion 15 

and sediment transport by ice on the form of synthetic detrital age distributions. Sediments are tracked as Lagrangian particles 

which can be formed by bedrock erosion, transported byand their transport is restricted to ice or hillslope processes and until 

they are deposited. We applybase our model toon the Tiedemann glacier (British Columbia, Canada), which has simple 

morphological characteristics, such as a linear form and no connectivity with large tributary glaciers. Synthetic detrital age 

distributions are generated by specifying an erosion history, then sampling sediment particles at the frontal moraine of the 20 

modelled glacier.  

An assessment of sediment transport shows that 1500 years are required to reach an equilibrium for detrital particle age 

distributions, due to the large range of particle transport times from their sources to the frontal moraine. Next, varying sampling 

locations and strategies at the glacier front leads to varying detrital SPDFs, even at equilibrium. These discrepancies are 

relatedResults show that sediment sources, reflecting different processes such as glacier and hillslope erosion, can have distinct 25 

bedrock age distribution signatures, and estimating such distributions should help to identify predominant sources in the 

sampling site. However, discrepancies between the detrital and the bedrock age distributions occur due to (i) the selective 

storage of a large proportion of sediments in small tributary glaciers and in lateral moraines, (ii) the large range of particle 

transport times, due to varying transport lengths and to a strong variability of glacier ice velocity, (iii) the heterogeneous pattern 

of erosion, (iv) the advective nature of glacier sediment transport, along ice streamlines, that. This last factor leads to a poor 30 
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lateral mixing of particle detrital signatures inside the frontal moraine. and then local sampling of the frontal moraine is likely 

to reflect local sources upstream. Therefore, sampling randomly across the moraine is preferred for a more representative view 

of the catchment age distribution. Finally, systematic comparisons between synthetic (U-Th)/He and fission track detrital ages, 

with different bedrock age-elevation profiles and different relative age uncertainties, show that (i) the nature of the age-

elevation relationship and age uncertainties largely controlscontrol the ability to track sediment sources, and (ii) in the detrital 5 

record. However, depending on the erosion pattern spatially, qualitative first-order information may still be extracted from 

thermochronological system with high uncertainties (> 30 %) depending on erosion pattern.%). Overall, our results 

demonstrate that detrital age distributions in glaciated catchments are strongly impacted not only by erosion and exhumation 

but also by sediment transport processes and their spatial variability. CombinedHowever, when combined with bedrock age 

distributions, detrital thermochronology offers a novel means to constrain the transport pattern and time of sediment particles. 10 

However, our results also suggest that detrital age distributions of glacial features like frontal moraines, are likely to reflect a 

transient case as the time required to reach detrital thermochronological equilibrium is of the order of the short-timescale 

glacier dynamics variability, as little ice ages or recent glaciers recessions. 

1 Introduction 

Glaciers have left a profound impact on the topography of mountainous landscapes in particular by eroding deep glacial valleys 15 

and depositing large volume of sediments in moraines. As glacier dynamics are linked to climate, an active area of research 

aims to characterize the role of glacial erosion on the dynamics and relief development of mountain belts during the recent 

Quaternary glaciations (e.g. Zachos et al., 2001; Molnar and England, 1990; Beaumont et al., 1992; Montgomery, 2002; 

Brozović et al., 1997; Whipple et al., 2009; Steer et al., 2012; Champagnac et al., 2014). To address these questions, two 

timescales have typically been considered: a longer timescale (105-106 years) to assess the potential glacial imprint on the 20 

landscape, and a shorter timescale (101-104 years) to understand how ice actually erodes the landscape. For example, some 

studies integrated glacial sediment records worldwide and in situ low-temperature thermochronology data, to estimate glacial 

erosion rates. They showed average erosion rates of 100-103 mm yr-1 on short timescales (103-105 years) and long-term (>106 

years) average erosion rates of 10-2-100 mm yr-1 (Hallet et al., 1996; Koppes and Montgomery, 2009; Valla et al., 2011b; 

Koppes et al., 2015; Bernard et al., 2016).  25 

Herman et al. (2013) used a global compilation of in situ thermochronological data and an inverse approach to infer an increase 

in erosion rates for all mountain ranges in the Quaternary period. They suggested that this effect is more pronounced for 

glaciated mountains, suggestingimplying a significant role of glaciation on erosion rates. However, the results of this study 

have been contested (Willenbring et al., 2016; Schildgen et al., 2018) and the link between the long-term glaciation and an 

increase of erosion rates is still debated.thus the conclusion debated. More recently, Yanites and Ehlers (2016) correlated high 30 

glacier ice sliding velocities with high denudation rates deduced by thermochronological data in the southern Coast Mountains, 

British Columbia. They also found that glacial erosion may only occurs for less than 20% of a glacial-interglacial cycle, in 
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some areas, and may explain the discrepancy between the longer and shorter timescale for erosion rates. In situ 

thermochronology consists of collecting bedrock samples from discrete locations to map thermochronological ages and 

exhumation rates (e.g., Fitzgerald and Stump, 1997; Valla et al., 2011b, Herman et al., 2013). However, this approach offers 

a potentially biased assessment of catchment wide exhumation pattern as it is dependent on the spatial bedrock sampling 

strategy (Ehlers, 2005, Valla et al., 2011a). For example, the age-elevation relationship inferred from in situ or bedrock 5 

thermochronology data may not account for young thermochronologicalcapture younger ages expected along the valley floor, 

and buried under the ice (Enkelmann et al., 2009; Grabowski et al., 2013). 

In glacial environmentenvironments, erosion mostly occurs subglacially through abrasion and quarrying (Boulton, 1982; Hallet 

et al., 1996) or supraglacially (i.e. ice-free areas) through periglacial mechanisms and gravitational processes (Matsuoka and 

Murton, 2008). These two sources (i.e. supraglacial and subglacial areas), and their contribution to erosion, define the relative 10 

proportion of sediments that enter the glacier transport system (Small, 1987). Sediments are transported by glaciers by (i) 

subglacial water flow through cavity or channel systems (Kirkbride, 2002; Alley et al., 1997; Spedding, 2000), and (ii) by ice 

internal deformation for sediments incorporated within or above the ice (Hambrey et al., 1999; Goodsell et al., 2005). 

Therefore, sampling and analysing these sediments (with detrital thermochronology) has the potential to provide a more 

spatially integrated view of the catchment erosion pattern on short timescales (101-104 years) and thereby a more representative 15 

indication of how ice is eroding the landscape (e.g. Stock et al., 2006; Tranel et. 2011; Ehlers et al., 2015).  The detrital 

sampling protocol focusses on collecting glacial deposits, generally close to the outlet of the catchment (Ruhl and Hodges, 

2005; Stock et al., 2006; Falkowski et al., 2016; Glotzbach et al., 2018). A major motivation for detrital sampling is that we 

can potentially obtain grains from regions inaccessible for bedrock sampling due to ice cover and lack of outcrop or, more 

pragmatically, logistical considerations (e.g. cost). However, a priori knowledges about the distribution of thermochronological 20 

ages with elevation (e.g. Brewer et al., 2003), and the mineral fertility of the sources (Moecher and Samson, 2006), are often 

required to reliably interpret the data from detrital thermochronology. 

Thermochronological age distributions of detrital samples are generally interpreted in terms ofpresented as synoptic probability 

density functions (SPDF) (Brewer et al., 2003; Ruhl and Hodges., 2005). Analysis of many glacialglaciated catchments has 

been based on the interpretation of these SPDFs (Stock et al., 2006; Tranel et al., 2011; Avdeev et al., 2011; Thomson et al., 25 

2013). More recently, Enkelmann and Ehlers (2015) and Ehlers et al. (2015) investigated the erosion patterns and the degree 

of mixing of ice-cored sediments from ice cores at the terminus of the Tiedemann glacier (Coast Mountains, Canada) using 

both detrital and in situ low-temperature thermochronology. By comparing Comparison of the bedrock and detrital age 

distributions, they inferred from the ice-cored terminal moraine and from glacial outwash (Ehlers et al., 2015), showed that 

sampling through the terminal moraine is similar to sampling the pro-glacial riversproglacial river, supporting the idea of an 30 

efficient vertical mixing of glaciated sediments at the glaciersglacier front. The latter result is also consistent with results 

obtained on the Malaspina Glacier, Alaska (Enkelmann et al., 2009; Grabowski et al., 2013). However, the authorsEnkelmann 

and Ehlers (2015) pointed out the sensitivity of their results to the relatively high age uncertainties ofon the dataages. 

Furthermore, while the shape of detrital SPDFs is expected to be mainly controlled by the catchment exhumation history, other 
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processes such as grain erosion, transport and deposition are likely to also influence the form of SPDFs. These factors will 

contribute to the overall integration of the spatially variable products of erosion into the sediment ultimately deposited at the 

outlet.play a role. Consequently, characterizing the effect of surface processes on the shape of detrital SPDFs may help improve 

their interpretation.  

In this study, we address the present a numerical approach that allows us to explore the effect of sediment transport by the ice 5 

and the role of the different source areas (i.e. subglacial and supraglacial) in the shaping of detrital SPDF of SPDFs at a glacier 

front. To this end, we combined a new version of a glacial landscape evolution model, iSOSIA (Egholm et al., 2011) that 

allows tracking of sediments, with an external routine that calculates the detrital thermochronological ages. To this end, we 

useage distributions. We chose to apply our numerical models simulatingapproach on the Tiedemann glacier catchment, as it 

shows simple morphological characteristics and because thermochronological data are available (Enkelmann and Ehlers, 2015; 10 

Ehlers et al., 2015). to exploreWe produced our bedrock synthetic thermochronological data from two low-temperature 

thermochronological systems, apatite (U-TH)/He and apatite fission track (i.e. AHe and AFT respectively), according to the 

age-elevation profiles from Enkelmann and Ehlers (2015) for the AFT ages and from Ehlers et al. (2015) for the effect of 

surface processes, including erosion and AHe ages. First, we investigate the kinematics of our sediment transport by the ice, 

on the detrital SPDFs that we compare with model in the modelled catchment, to assess the bedrock age distribution. We take 15 

advantage of a new version of role of the glacial landscape evolution model iSOSIA (for integrated Second Order Shallow Ice 

Approximation, Egholm et al., 2011) that includes sediment particle tracking. First, we ice transport.  Next, we focus on the 

descriptionrole of the dynamics of sediment transport within the modelled catchment. Second, we perform three numerical 

simulations that consider (i)sources by calculating detrital SPDFs resulting from uniform catchment erosion, (ii) glacial-only 

erosion, and (iii) across the catchment, as well as, hillslope-only erosion. These experiments allow us to explore the influence 20 

of 1) ice transport and 2) sediment source areas, both subglacial and supraglacial, on the shape of the detrital SPDF.sources 

and glacial-only eroded sources. Finally, we consider non-uniform catchment erosion, by letting iSOSIA and its implicit 

erosion laws control the pattern of erosion. This last experiment allows us to assess the record of such complex erosion 

processes potentially contained in the shape of detrital SPDFs. For each experiment, we produce synthetic all experiments, the 

sediments are transported by ice and hillslopes, so that transport by the hydrological system is neglected. The two 25 

thermochronological data for two routinely used low-temperature thermochronological systems, apatite (U-Th)/He and apatite 

fission track methods (i.e. AHe and AFT respectively). These two methods and AHe) considered, have different thermal 

sensitivities and so athus, different spatial distributiondistributions of bedrock ages in the pre-glacial landscape. They 

alsotypically have different age uncertainties allowing us to address the effect of these uncertainties on the interpretation of 

SPDFs. 30 
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2 Methods 

2.1 The glacial landscape evolution model: iSOSIA 

iSOSIA is a one-layer depth-integrated second order shallow ice approximation model (Egholm et al., 2011). It is able to 

simulate ice flowing on relatively steep topography, through the computation of membrane stresses (Hindmarsh, 2006) and 

with a depth-integrated ice flow velocity. These two characteristics make iSOSIA more accurate than models based on the 5 

zeroth-order shallow ice approximation, while being computationalcomputationally efficient compared to models that resolve 

the full 3D set of Navier-Stokes equations (Elmer/Ice, Braedstrup et al., 2016). A full description of iSOSIA and the relevant 

ice flow equations can be found in Egholm et al. (2011, 2012a, 2012b) and Braedstrup et al. (2016). 

Glacial hydrology plays an important role on the ice sliding velocity (Clarke, 1987), and has been recently investigated in 

numerical models (Schoof, 2005, 2010; Iverson, 2012; Ugelvig et al. 2016; Ugelvig et al. 2018). Here we adopt a simplified 10 

version of the sliding law of Schoof (2005), that accounts for the opening of cavities due to the roughness of the bed. This 

defines the area on which the basal shear stress (τb) is applied as well as the basal sliding speed (ub), as below  

𝑢𝑏 = 𝐶𝑠 .
𝜏𝑏

𝑛

𝐶
, (1) 

where Cs is the ice sliding constant and 𝐶 = 1 −
𝑆

𝐿
 defines the proportion area on which τb is applied, where L is the length 

between two topographic steps (Fig. S1). The steady-state length of cavities (S) is controlled by the effective mass balance 15 

(i.e. accounting for basal and internal melting of the ice) that determines the annual average water flux over the glacier, qw. 

This is specified as follows 

𝑆 = (
𝐿𝑠 . 𝑞𝑤

𝑘0. √𝛻𝜓
)

0.8

.
1

𝛽. ℎ𝑠

, (2) 

where 𝐿𝑠 is the mean cavity spacing in a cell (see Table 1 for all parameter values), 𝑘0 is the minimum hydraulic conductivity, 

∇𝜓 = 𝜌𝑤𝑔∇ℎ𝑖𝑐𝑒 the hydrological head, β is a scaling factor, and ℎ𝑠 is the mean height of the topographic step and depends  20 

Table 1: List of parameters described in the text. 

linearly on the slope in direction of sliding (see Ugelvig et al., 2016; Eq. 10). The term in parentheses on the right-hand side 

of Eq. (2) represents the cross-sectional area of a cavity (As). The steady cavity size controls the effective pressure (N) of the 

system and influences the basal sliding speed. However, due to how cavities dictate the volume of water stored at the bed, the 

effective pressure is also influenced by the opening/closure rate of cavities following 25 

𝑁 =  𝐵 (
8

𝜋
)

1
𝑛

[
𝑢𝑏ℎ𝑠 − 𝛽ℎ𝑠

𝜕𝑆
𝜕𝑡

𝑆2 ]

1
𝑛

, (3) 

Parameters Description Value/Unity  

Climate    

Mis en forme : Position :Horizontal  : Gauche, Par rapport à :
Colonne,  Vertical : En ligne, Par rapport à : Marge, Horizontal
:  0 cm, Renvoi ligne automatique

Mis en forme : Position :Horizontal  : Gauche, Par rapport à :
Colonne,  Vertical : En ligne, Par rapport à : Marge, Horizontal
:  0 cm, Renvoi ligne automatique

Tableau mis en forme
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Tsl Sea level temperature 9° C 

dTair Lapse rate 0.006°C m-1 

macc Accumulation gradient 0.08 m.yr-1 °C-1 

mabl Ablation gradient 0.25 m.yr-1 °C-1 

Ice     

n Ice creep constant 3.0 

B Ice viscosity constant 73.3 x 1063x106 Pa s1/3 

Cs Ice sliding constant 1.29x10-2 Pa s1/3 

hice Ice surface elevation VariableModel outcome 

H Ice thickness VariableModel outcome 

∇𝑏𝑠 Bed slope in direction of ice flow Dimensionless 

kq Quarrying coefficient for erosion 1.97x10-4 s Pa-3 

Hillslope    

Sc Critical slope 1.4 

Kh Hillslope diffusivity 5 m2y-1 

keh Hillslope erosion coefficient 3.95x10-5 m2 y-1 

Particles   

Hs Particle sediment thickness 0.01 m 

zp Burial depth of particles relative to the ice surface Dimensionless 

Hydrology   

N Effective pressure Variable Model outcome 

hs Bed step height VariableModel outcome 

S Cavities size VariableModel outcome 

L Bed step length VariableModel outcome 

Ls Cavity spacing 4 m 

𝑘0 Minimum hydraulic conductivity 3.10x10-4 kg-1/2 m3/2 

qw Water flux Variable 

∇𝜓 Hydrological gradient ∇𝜓 =  𝑞𝑤𝑔∇ℎ𝑖𝑐𝑒 

β Cavity shape parameter 0.7 

linearly on the slope in direction of sliding (see Ugelvig et al., 2016; Eq. 10). The term in parentheses on the right-hand side 

of Eq. (2) represents the cross-sectional area of a cavity (As). The steady cavity size controls the effective pressure (N) of the 

system and influences the basal sliding speed. However, due to how cavities dictate the volume of water stored at the bed, the  

 effective pressure is also influenced by the opening/closure rate of cavities following 
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𝑁 =  𝐵 (
8

𝜋
)

1

𝑛
[

𝑢𝑏ℎ𝑠−𝛽ℎ𝑠
𝜕𝑆

𝜕𝑡

𝑆2 ]

1

𝑛

, (3)  
Table 1: List of parameters described in the text. 
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where B and n are the ice creep parameters. This hydrological model is similar to that used in Ugelvig et al. (2016), and we 

therefore refer the reader to this study for more details. We calibrated our hydrological model by a trial-error process by varying 

k0 (Eq.2) to produce a reasonable value of basal ice sliding velocities (Table S1). 

In iSOSIA, the mass balance 𝑀 is linearly proportional to the mean annual air temperature Tair: 

𝑀 = {
−𝑚𝑎𝑐𝑐𝑇𝑎𝑖𝑟 ,   𝑖𝑓 𝑇𝑎𝑖𝑟  ≤ 0
−𝑚𝑎𝑏𝑙𝑇𝑎𝑖𝑟 ,   𝑖𝑓 𝑇𝑎𝑖𝑟  > 0

, (4) 5 

where macc and mabl are the mass accumulation and the ablation gradients with respect to temperature, respectively. Tair is 

assumed to decrease linearly with elevation ℎ with a lapse rate 𝑑𝑇𝑎𝑖𝑟 as 

𝑇𝑎𝑖𝑟 =  𝑇𝑠𝑙 + 𝑑𝑇𝑎𝑖𝑟 . ℎ, (5) 

where Tsl is the sea level temperature set constant at 9°C. 

As mentioned in the introduction, the two main mechanisms of glacial erosion are abrasion and quarrying (Boulton, 1982; 10 

Hallet et al., 1996). As debris resulting from abrasion is mostly small in size (i.e. <50 μm, Hallet, 1979), we follow MacGregor 

et al. (2009) and consider that this debris is instantaneously transported away from the glacial catchment by 

meltwatermeltwaters. However, quarrying acting on the lee side of bedrock steps by plucking can produce larger debris. 

Therefore, we consider in this study that sediments are only produced by quarrying. Quarrying is generally accounted for by a 

classical power-law basal sliding power-law, modified to account for some factors directly related to plucking (MacGregor et 15 

al. 2000; Kessler et al., 2008; MacGregor et al., 2009, Egholm et al., 2009; Herman et al., 2011). These factors include pre-

existing fractures in the bedrock, effective pressure, the regional bed slope in direction of ice flow, variation in meltwater 

drainage and the ice-bed contact area determined by the opening of cavities (Iverson, 2012; Cohen et al., 2006; Ugelvig et al., 

2016; Anderson, 2014; Ugelvig et al., 2018). We follow Ugelvig et al. (2016) in modelling the quarrying rate Eq as 

𝐸𝑞 = 𝑘𝑞𝑁3𝑢𝑏(𝛻𝑏𝑠 + 𝑏𝑠0)2, (6) 20 

where kq is a scaling coefficient for the effective pressure, N, that represents the effect of bedrock lithology and fractures, ∇𝑏𝑠 

is the bed slope in direction of sliding and bs0 is a term to allow for negative bed slopes. As we focus on glacier-induced 

erosion, we ignore fluvial erosion and transport.. However, we do consider hillslope erosion, which represents the supraglacial 

source of sediments. We assume that hillslope erosion, Eh, depends non-linearly on the bed gradient, as defined in (Andrew 

and Bucknam, 1987) and (Roering et al., 1999): 25 

𝐸ℎ =  −
𝑘𝑒ℎ.𝛻𝑏

1−(
|𝛻𝑏|

𝑆𝑐
)

2 , (𝟕)  

𝐸ℎ =  −
𝑘𝑒ℎ . ∇𝑏

1 − (
|𝛻𝑏𝑖𝑗|

𝑆𝑐
)

2

𝑑𝑡

𝑑𝑙
, (𝟕)

 

where keh is an erodibility constant, and 𝑆𝑐  the critical slope. , dt the time step and dl the resolution of a cell (dl = 100 m). 
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2.2 Particle tracking and sampling 

To investigatecalculate the detrital age distributiondistributions produced from a glaciated catchment, we need to track 

sediments from the source to their final site of deposition. Accordingly, we define “particles” as sediment trackers in our 

models. Sediments are produced as a result of local erosion. When sediment thickness exceeds a threshold Hs = 0.01 m, a 

particle is generated and can be transported away from its initial cell. This threshold is chosen to lead to a reasonable number 5 

of particles within models while keeping a sufficient time resolution in the generation of particles (i.e. with an erosion rate of 

1 mm yr-1 and Hs = 0.01 m a particle is generated every 10 years in a cell). Depending on its position within the catchment, a 

particle is transported by different processes. Similar to Eq. (7), we assume that the flux, qph, of an unglaciated particle depends 

non-linearly on the bed gradient (∇𝑏): 

𝑞𝑝ℎ =  − 
𝐾ℎ . 𝛻𝑏

1 − (
|𝛻𝑏|
𝑆𝑐

)
2  , (8)

 10 

where 𝐾ℎ is the hillslope diffusion coefficient. 

Glaciated particles can be incorporated into the ice either from the ice surface, for supraglacial debris, or from the ice-bed 

interface by basal quarrying. The horizontal velocity of each glaciated particle is computed as a function of their depth within 

the ice 𝑧𝑝, relativelyrelative to the ice surface. Because iSOSIA is a one-layer depth-integrated model, the horizontal velocity 

depth-profile is computed following Glen’s flow law (Glen, 1952). We follow Rowan et al. (2015) in assuming that, due to 15 

the ice viscosity, the horizontal ice velocity decays as a fourth-order polynomial of the ice thickness:  

𝑢𝑝(𝑧𝑝) =
5

4
[1 − 𝑧𝑝

4]�̅� + 𝑢𝑏, (9)  
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where �̅� =  �̅�𝑑 + 𝑢𝑏 is the average velocity of the ice, with ub the basal ice speed and �̅�𝑑 the average velocity due to the 

internal deformation of the ice which is approximated as a tenth-order polynomial of the local ice thickness, the bed and ice 

surface gradients, as well as its curvature (Egholm et al., 2011). We stress again that we neglect the transport of particles by 

meltwater and focus only on the ice and hillslope processes. Velocity profiles for glaciated and unglaciated particles are 

depicted in Fig. (S2).  5 

The burial depth of particles (zp) within the ice is expressed relative to the ice surface (i.e. zp= 0 at the ice surface and 𝑧𝑝 = 1 

at its base, Fig. 1), and computed according to the mass balance:  

𝜕𝑧𝑝

𝜕𝑡
=  

𝑧𝑝�̇�𝑏−(1−𝑧𝑝)�̇�𝑠

𝐻
, (10)    

where 
𝜕𝑧𝑝

𝜕𝑡
  is the change in burial depth of a particle through time, �̇�𝑏 and �̇�𝑠 are the surface and basal melting at time t, 

respectively, and H is the ice thickness. Relative to the ice surface elevation, particles are moved downward according to the 10 

accumulation rate (in the accumulation zone �̇�𝑠 < 0 ), or upward with the lowering of the ice surface due to melting (in the 

ablation zone �̇�𝑠 > 0, Fig. 1). 

In the experiments presented in the following sections, detrital particles are sampled throughout the frontal moraine, defined 

as the glacier tongue (Fig. 1 and Fig. 5d). As vertical mixing of sediment has been reported in some glacier fronts (Enkelmann 

et al., 2009; Grabowski et al., 2013; Enkelmann and Ehlers, 2015), we sample particles independently of their vertical position 15 

within the ice thickness to infer detrital age distributions.  

Figure 1: Particle transport by ice. Particles originated from hillslopes enter to the glacier system from the surface (zp = 0), whereas particles 
produced by the ice erosion are incorporated in the basal ice (zp = 1). The transport of glaciated particles follows the ice flow pattern from 

the sources to the frontal moraine. ELA is the equilibrium line altitude. 
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Figure 1: Particle transport by ice. Particles originated from hillslopes enter to the glacier system from the surface (zp = 0), whereas particles 
produced by the ice erosion are incorporated in the basal ice (zp = 1). The transport of glaciated particles follows the ice flow pattern from 
the sources to the frontal moraine. ELA is the equilibrium line altitude. 
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2.3 Modelling the Tiedemann glacier 

Our main goal is to investigate the influence of ice erosionsediments sources and transport by ice on the shape of detrital 

SPDFs. at the glacier front. We present our modelling approach using the Tiedemann glacier catchment (Coast Mountains, 

British Columbia, Canada, Fig. 2) as a reference case study. This region has been previously studied using detrital and in situ 

thermochronology (Ehlers et al., 2015; Enkelmann and Ehlers, 2015). Moreover, the Tiedemann glacier has simple 5 

morphologicmorphological characteristics with a linear main glacial valley and small-extent tributary glaciers. Results of the 

simulations,We calibrated our iSOSIA model mimicking the Tiedemann glacier, performed with iSOSIA are testedby a trial-

error process. We varied climatic, ice and hydrological parameters (dTa, Cs, Macc and k0, see Table S1) and compared the 

resulting mean ice thickness and location of glacier tongue against the results of the ITMIX experiments (Farinotti et al., 2016; 

Farinotti et al., 2019) that predicts thickness of many glaciers around the world. The results of these calibration tests are shown 10 

in supplementary Fig. (S3). The reference iSOSIA, and thus the Tiedemann glacier model is presented in (Fig. (3S3). To 

produce synthetic detrital age distributions resulting from this reference model, we considerrestrict the glacier to be in steady-

state and impose a constant topography (i.e. erosion produces particles but no topographic changes). We stress that our goal is 

not to fit the dynamics of the actual Tiedemann glacier, which is in a phase of retreat (Tennant et al. 2012). Rather, we ask 

how surface processes affect the shape of detrital SPDFs in a simple case of constant and steady transport and erosion within 15 

a glaciated catchment.  

Figure 2: Satellite view of the Tiedemann glacier, British Columbia, Canada. The red contour represents the catchment area. The inset 
shows the regional location, in the Coast Mountain range, Canada. Note the dominantly linear pattern of sediments transport (image from 
©Google Earth, Maxar Technologies; inset map with data from Jarvis et al., 2008).  
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The elevation of the Tiedemann glacier catchment ranges from 363 to 3920 m, for a total local relief of 3557 m. The resulting 

maximum ice thickness is 454 m with a mean ice velocity of 13.2 m yr-1, and a range of 0 to 109.2 m yr-1, (Fig. 3), which are 

characteristicscharacteristic of Alpine glaciers (Benn and Evans, 2013). The mean ice velocity of the ice appears to beis mainly 

controlled by the basal sliding speed, which in turn is influenced by the shear stress on the bed and the distribution of open-

Figure 2: Satellite view of the Tiedemann glacier, British Columbia, Canada. The red contour represents the catchment area. The inset 
shows the regional location, in the Coast Mountain range, Canada. Note the dominantly linear pattern of sediments transport (image from 
©Google Earth, Maxar Technologies; inset map with data from Jarvis et al., 2008).  
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cavitiesthe effective pressure (Fig. S4). This results in two main partregions of relatively high velocities (~60 m yr-1) located 

at ~7 km and ~14 km in the glacier latitudinal coordinates (Fig. 3c).  

2.4 Synthetic ages and production of probabilitydetrital age distributions 

To produce detrital SPDFs we need to specifyset the bedrock or in situ age distributions. Here, we predict ages for two 

thermochronological systems: the apatite (U-Th)/He (AHe) and apatite fission track (AFT). For the two systemsTo this end, 5 

we consider the age-elevation relationship inferredprofiles from the bedrock datatwo low-temperature systems presented byin 

Enkelmann and Ehlers (2015) (AFT ages), and from Ehlers et al. (2015) for the Tiedemann glacier area ((AHe ages, Fig. 4a).  

We use these as the basis of the bedrock age distribution in the catchment assumingassume that true AHe and AFT ages in the 

bedrock at a given elevation are given by the age-elevation relationship. In practice, thermochronological analysis on a single-

grain is presented as an age and its associated uncertainty. Thus, the measured age can be considered as a noisy sample of the 10 

Figure 3: Characteristics of the Tiedemann glacier model. (a) The underlying topography, (b) the ice thickness, and (c) the mean ice velocity. 
The mean ice thickness has been calibrated with the ITMIX experiments (see supplementary) 
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true age. To produce a SPDF, we simulate this process for the detrital grain ages by adding random noise to the true ages, and 

assume thesethe detrital grain ages are not modified during transport and deposition.  

In Ehlers et al. (2015), AHe bedrock ages and thereforethus detrital data appear to have relatively high uncertainties (~21%). 

However, we stress here that one of our goals is to assess the effect of age uncertainty on the interpretation of SPDF, and not 

to reproduce the SPDFs presented in Enkelman and Ehlers (2015).then we chose to apply lower uncertainty for the synthetic 5 

AHe ages. For this reason, we adopt uncertainties of 10% for the synthetic AHe ages sampled from the age-elevation profile. 

This is similar to the typical reproducibility in aliquots of single grain ages (e.g. ~6% Farley and Stocki, 2002).  

The AFT data from Enkelmann and Ehlers (2015) show >30 % relative uncertainties. We generate synthetic AFT ages 

following an approach similar to Gallagher and Parra (2020). We use the external detector method (EDM) age equation (e.g. 

Hurford and Green, 1983) to calculate the ratio of the spontaneous and the induced track density (𝜌𝑠/𝜌𝑖) corresponding to a 10 

given AFT age in the age-elevation profile. To allow for the effect of variable high uncertainties, we simulate the range of 

relative error of the Enkelmann and Ehlers (2015) study. To do this, we by randomly sample the published values of Ns + Ni 

(i.e. the sum of the number of spontaneous and induced tracks) from the data of Enkelmann and Ehlers (2015). We then use a 

binomial distribution with parameter 𝜃 =  
𝜌𝑠/𝜌𝑖

1+ 𝜌𝑠/𝜌𝑖
 to sample Ns values, corresponding to the number of spontaneous tracks, 

given the sampled value of Ns + Ni (see Gallagher, 1995; Galbraith, 2005). With the randomly sampled value of Ns, conditional 15 

on the sampled value of Ns + Ni, we easily obtain a value for Ni. We can estimate a “noisy” AFT age and relative error from 

Figure 3: Characteristics of the Tiedemann glacier model. (a) The underlying topography, (b) the ice thickness, and (c) the mean ice velocity. 
The mean ice thickness has been calibrated with the ITMIX experiments (see Fig. S3) 
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the sampled Ns and Ni values by using the EDM equation. For both the AHe and AFT systems, we attribute for each particle 

a single age and uncertainty in accordance with its source location elevation.  

The probability age distributions are then produced by using Gaussian kernel density estimate (Brandon, 1996; Ruhl and 

Hodges, 2005) with the mean and standard deviation equal to the age and error for both the AHe and AFT ages, following 

𝑆𝑃𝐷𝐹𝑘 =
1

𝑁𝑝

 
1

𝛼𝜎𝑡√2𝜋
𝑒𝑥𝑝 [−

1

2
(

𝑡 − 𝑡𝑘

𝛼𝜎𝑡𝑘

)

2

] , (11) 5 

𝑆𝑃𝐷𝐹𝑘 =
1

𝑁𝑝

 
1

𝛼𝜎𝑡𝑘√2𝜋
𝑒𝑥𝑝 [−

1

2
(

𝑡 − 𝑡𝑘

𝛼𝜎𝑡𝑘

)

2

] , (11) 

where Np is the total number of sampled particles (i.e. ages), t is the range of ages in which we compute the SPDF, tk the age 

of a particle considered, 𝜎𝑡the associated age uncertainty, and α = 0.6 is a scaling factor that handles the resolution and the 

Figure 4: Synthetic bedrock thermochronological age distributions for the Tiedemann glacier model. The age-elevation profile for the two 

thermochronological systems AHe and AFT (a). Black and white circles represent the bedrock AHe and AFT ages from Ehlers et al., (2015) 
and Enkelmann and Ehlers (2015) respectively. Solid black lines are the best fit solution for the data. Shaded area for the AHe age-elevation 
show the 10% uncertainty considered for AHe ages. The catchment hypsometry frequency as well as glaciers and hillslope hypsom etry 
frequencies are presented in (b). The bedrock AHe distribution considering 10 % relative uncertainties and bedrock AFT distribution with 
>30% relative uncertainties are shown in (c) and (d) respectively. 
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precision of age components in a SPDF (Brandon, 1996). To compare age distributions, we also define a cumulative synoptic 

probability density function, which is simply the cumulated sum of the SPDF: 

𝐶𝑆𝑃𝐷𝐹 =  ∑  𝑆𝑃𝐷𝐹𝑗

𝑁𝑝

𝑗=0

 (12) 

Given the relatively high number of particles within the frontal moraine (i.e. > 106) and to mimic real detrital sampling, all the 

detrital SPDFs presented in the following sections are produced by randomly sampling 105 particles from the total., 5 

independently of their source origin (Sections 3.2, 3.3 and 3.5) or accordingly (Section 3.4). This is similar to the proposed 

minimum number of ages to adequately resolve a component representing >5% of the total detrital population (Vermeesch, 

2004). We repeat this sampling process 10 thousand,000 times, storing the resulting SPDFs. From all of these detrital SPDFs, 

we compute the mean detrital SPDF and present the range of inferred detrital distributions.  

 10 

Figure 4: Age-elevation relationship for the two thermochronological systems AHe and AFT (a). Black and white circles represent the AHe 
and AFT ages from (Ehlers et al., 2015). Solid black lines are the best fit solution for the data. Shaded area for the AHe age-elevation show 
the 10% uncertainty considered for AHe ages. The catchment hypsometry frequency as well as glaciers and hillslope hypsometry frequencies 

are presented in (b), and bedrock AHe and Aft distributions are in (c) and (d), respectively. 
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3 Results 

3.1 Ideal detrital age distributions 

The ideal detritalbedrock age distributions for the two thermochronological systemsystems, AHe and AFT, are presented in  

(Fig. (4c-d). These are ideal in the sense that they) represent the bedrockideal detrital age distributiondistributions if we sample 

the total catchment uniformly, with noise  (allowing for the added to the true ages sampled from the age elevation profile.noise). 5 

In the subsequent text, we refer to these ideal detrital age distributions as the bedrock distributions. The bedrock AHe SPDF 

shows a major peak at ~6.3 Ma with two youngest smaller peaks at ~3.3 and ~4.3 Ma, and an older one ~11 Ma. The 

formshape of this SPDF mimics the hypsometric curve (black curve, Fig. 4b) which is expected with a uniform production of 

sediments and a linear age-elevation relationship. The AFT SPDF shows a single major peak at ~15~16 Ma and the form does 

not mimic the hypsometric curve. This reflects partly the form of the age-elevation relationship, in which the ages below 2000 10 

m (Fig. 4a) are similar, limiting the ability to resolve a unique relationship of age and elevation. We also note that, due to the 

high uncertainty, the probability to have an AFT age equal to zero is non-null. 

3.2 Transport of detrital particles 

WeHere, we investigate the kinematics of particles withinin our reference model for the Tiedemann glacier at the equilibrium 

state. OneTo this end, we produce one particle is produced in each cell of the model at a specific timesimultaneously (Fig. 5a) 15 

and let particles to be transported away, potentially to the glacier front (i.e. the frontal moraine) where they would deposit.be 

deposited (Fig. 5b-d). In this case, assuming we have reached steady state in terms of transport, differences between the final 

detrital and the bedrock SPDFs can only be related to the process of particle transport. Figures 5b-d show the evolution of 

particle locations at 500, 1000 and 8500 years after the production of particles. Obviously, the pattern of particle transport is 

consistent with the ice velocity field (Fig. 3c).  20 

Figure 6 summariesWe investigate the evolving contribution of particles from differentparticle source locations to the detrital 

age distribution within the frontal moraine. First characteristic we point out is , and to the inferred detrital age distributions 

(Fig. 6). Particles are sampled independently of their source origin (hillslope vs glacial, Fig. 5a). According to our model, the 

minimum time, ~500 years, required for a particle originated from elevated parts of the catchment (i.e. far from the glacier 
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front) to reach the frontal moraine, is ~500 years (Fig. 6a, pink curve). Furthermore, the proportions of particle sourcessource 

locations in the frontal moraine becomes nearly constant after ~1500-2000 years (Fig. 6a).. After 8500 years, some particles 

are still close to their sources (Fig. 5d). We find that only 44% of the initial particles have reached the front of the glacier and 

the frontal moraine (Fig. 6b, black curve, and Fig. S5a). The other 56% is trapped upstream, with a large part of them resting 

in a lateral moraine (Fig. 5d and 6b, blue curve) or on the side of small tributary glaciers having very slowlow velocities (i.e. 5 

Figure 5: Kinematics of particles transport. Particles have been uniformly produced across the catchment and transported. (a) Sources of 
particles, red dots and blue dots are particles originated from hillslope and glacier at the beginning of the model simulation, respectively. (b) 
Particles velocity at time = 500 yr, (c) at time = 1000 yr, and (d) at time = 8500 yr. AHe ages in the frontal moraine (FM) are shown in (e) 
and see inset in (d). 
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< 1 m yr-1, Fig. 3c). These low velocities seem to result from a morphodynamic feedback whereas the slope of tributary glaciers 

that carry the remaining particles is close to zero in the direction of sliding (Fig. S5b). This could, in turn, be related to the 

location of the ELA (Fig. 6b). As the number of particles within the frontal moraine does not increase significantly after 2000 

years of simulation (i.e. reaching around 37% of the total number of initial particles, see Fig. S5a), we consider the steady-

state of detrital SPDF to behave reached atsteady-state by this time.  5 
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Figure 5e shows the spatial distribution of AHe ages within the frontal moraine after 8500 years, while Fig. (6c) shows the 

transient evolution of the mean detrital probability AHe age distribution (SPDFs) in the frontal moraine and also the bedrock 

SPDF. For the detrital SPDFs, we 

We observe a relative decrease of young ages (blue curves) in the detrital SPDFs (Fig. 6c-d) with time during the transient 

phase, reflecting the progressive arrival at the frontal moraine of older ages coming from upstream and elevated parts of the 5 

catchment (see Fig. 4a and Fig. S6 for spatial bedrock age distributions).). The formshape of detrital SPDFs reaches a steady-

state around 40002000 years of simulation (red and orange curves)..   

Figure 6: Transient evolution of particle sources and detrital thermochronological age distributions in the frontal moraine.  (a) Cumulative 
contribution of source locations for particles, (b) their distribution with elevation after 8500 years of transport. (c) and (d) show the transient 
evolution of the detrital thermochronological age distribution in the frontal moraine for AHe and AFT systems respectively. BSPDF: Bedrock 
SPDF.  
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 Focusing on the steady-stateThe final form of the AHe detrital AHe SPDF (i.e. red curve), we can note differences with 

bedrock SPDFs (i.e. black curves). Indeed, theshows a lower age peak  ~6.3 Ma age peak has a lower relative proportion than 

in the bedrock SPDF. We also observeand a larger proportion of ages between 8 and 12 Ma in the detrital SPDF than 

incompared to the bedrock SPDF. The two youngest age peaks, at ~3.3 and ~4.3 Ma, in the detrital SPDF are however well 

represented inclose to those of the detritalbedrock SPDF. This suggestsThus, the results suggest that the ice transporttransports 5 

and depositdeposits mid-range ages, around 6 Ma (i.e. ~1500-2000 m), higher in the catchment.  

Figure 5: Example of particle transport. Particles have been uniformly produced across the catchment and transported. (a) Sources of 
particles, (b) particles velocity at time = 500 yr, (c) at time = 1000 yr, and (d) at time = 8500 yr. AHe ages in the frontal  moraine (FM)  are 
shown in (e) and see inset in (d). 



 

23 
 

For the AFT system (Fig. 6d), the peak age at ~16 Ma is similar for the detrital and bedrock distributions, but the magnitude 

of the final detrital age distribution peak ~16 Ma is also lower than that of the corresponding peak for bedrock age distribution. 

The relative contribution of old ages (> 25 Ma) is a little higher in the detrital SPDF, but for ages younger than 10 Ma, the 

distributions are similar. The differences suggest that ice transport,also transports and depositdeposits sediments mostly 

originatedoriginating from, 1000-2000 m in this case. We note that, the transient detrital SPDF at 1000 years (green curve, 5 

Fig. 6d) best matches the bedrock curve.  

Figure 6: (a) Cumulative contribution of source locations for particles in the frontal moraine, (b) their distribution with elevation after 8500 
years of transport. (c) and (d) show the transient evolution of the detrital thermochronological age distribution in the  frontal moraine for AHe 
and AFT systems respectively. Black curves represent the bedrock (ideal detrital) age distributions of each of the two systems.  
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3.3 Detrital signature under uniform catchment erosion 

In this section, Our model shows that more than half of the particles may not reach the frontal moraine. Consequently, we want 

to assess how the discrepancy between the detrital age distribution and the bedrock SPDF evolves if we consider a model with 

continuous production of particles (i.e. uniform erosion set at ) across the catchment. To this end, we force the erosion rate to 

be 1 mm yr-1 in each cell of the Tiedemann glacier catchment (Fig. 7a). , particles are then This is within the range of natural 5 

values and it allows a continuous production of particles while maintaining a reasonable simulation time (i.e. a particle is 

produced continuously (i.e. every 10 years) in each grid cell (Fig. ). In this section, no distinction is made between the two 

sources in the sampling process when building of detrital SPDFs. We stop the simulation 7a). In contrast to the previous 

simulation, which was run over 8500 years, these models were terminated after 2000 years of simulation as the detrital SPDF 

in the frontal moraine is close to equilibrium (Fig. 4c).  10 
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This choice is also motivated by  6), and because the total number of particles increases rapidly which increases the 

computational efficiency reasons as the number of tracked particles in the model increases rapidly with increasing run time. 

Our aim is to estimate the form of the detrital SPDF at the glacier margin by sampling the frontal moraine, and to compare it 

with what is expected for the case of uniform erosion. Indeed, we expect that the detrital distribution will mimic the 

hypsometric curve (i.e. the bedrock SPDF). Here we will time. Here, we focus our analysis on the AHe system for clarity. The 5 

but the detrital SPDFs offor the AFT system can be found in the supplementary material (Fig. S7). Figure 7a shows the spatial 

distribution of contributions from glacial and hillslope erosion processes, while the spatial distribution of detrital AHe ages 

after 2000 years of simulation is shown in Fig. (7b). The older ages are produced high in elevation, mainly by hillslope 

processes with local contribution from glacial erosion, whereas younger ages are produced by both hillslope and glacial erosion 

at lower elevation, according to the age-elevation relationship (Fig. 4a and Fig. S6a).  10 

The detrital SPDFs resulting from the 10,000 sampling processes over the frontal moraine are summarised in Fig. (7g) where 

the range of calculated SPDFs is represented by the grey shaded area. Here, we qualitatively describe the resulting SPDFs. We 

First, we observe a large variability inof detrital SPDFs resulting from sampling 105 particles in the frontal moraine with a 

maximum at ~3 Ma (Fig. 7c). 7g). TheHowever, the bedrock age distribution is always included in the range of inferred detrital 

SPDFs. TheSecond, the mean detrital SPDF (red curve) however, represents the “true” detrital signal we expect to obtain by 15 

considering all the particles in the sampling site. This mean detrital SPDF shows some differences to the bedrock SPDF (black 

curve). In particular, the main age peak at ~6.3 Ma of the bedrock SPDF is not obviously represented in the mean detritaldiffers 

from the previous model (Fig. 6c), in that the younger ages are over-represented with two high peaks (at ~3.3 and ~4.3 Ma); 

and also, there is an excess of older ages (8-11 Ma). However, mid-range ages ~5 to ~8 Ma are still under-represented 

compared to the bedrock SPDF. Looking at the cumulative probability age distributions (CSPDF), differences between the 20 

detrital CSPDF and the bedrock CSPDF are less clear, with the most obvious differences between 3 and 6 Ma.   

SPDF similar to the previous model (Sect. 3.2), while the youngest age peaks at ~3.3 and ~4.3 Ma are over-represented. The 

proportion of old ages (> 8 Ma) is similar to the bedrock SPDF. We therefore have a clear under-representation of ages ranging 

from ~5 to ~8 Ma. Looking at the cumulative distributions of age probability (CSPDF), we see minor differences between the 

detrital CSPDF and the bedrock CSPDF, with the most obvious differences between 3 and 6 Ma.  25 

The results for the AFT ages (see SPDFs (Fig. S7a-b and S7g-hS7) show a similar tendency in under-representedrepresenting 

mid-age peak althoughages (~16 Ma) but much less pronounced, with a maximum difference betweenwith the detrital and 

bedrock SPDFsSPDF at ~12.3 Ma and a smaller one at ~24.928 Ma. The AFT bedrock and detrital cumulated age distributions 

show a maximalCSPDFs have a maximum difference at ~19.2 Ma, but are similar overall. The results show that detrital SPDFs 

are similar.shifted toward younger ages, and deviate from what is expected for the case of uniform sampling (i.e. we expect 30 

the bedrock SPDF). We assign this behaviour to the short total transport distance for such ages. Furthermore, the SPDF is more 

Figure 7: (a) Source of particles for the three models experiments: uniform sources of particles, (c) hillslope source of particles, and (e) 
glacier sources of particles, with Er being the erosion rate. Their respective spatial AHe ages distributions after 2000 yr of particle transport 

are shown in b-d-f. Density plots and their cumulative distributions are shown in g-h, i-j, and k-l respectively. The black squares show the 
frontal moraine (FM) position. 
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informative on the effect of transport than the CSPDF that tends to smooth the signal. Finally, the quality of the results depends 

on the age uncertainty of the thermochronological system and on the age-elevation profile.   

 

3.4 Detrital signature of glacier and hillslope sources 

WeTo understand the form of the mean detrital SPDF above, we now assess the respective influence of the two main sources 5 

of eroded particles, the glacier and ice-free hillslopes, on the detrital SPDF. and glaciers.  We first consider the ice-free hillslope 

sourcesources (Fig. 7a). Within the frontal moraine we sample 7c). Particles are produced by the mean erosion rate set at 1 

mm yr-1, as in the case of uniform erosion, but only particles originatingthat originated from ice-free areas are generated. The 

spatial hillslopes. Thus, the detrital AHe age distribution after 2000 years of simulation displays ages rangingrange from 3.1 

to 13.8 Ma (Fig. 7d) spanning ~96 % of the total age range shown by the age-elevation profile (i.e. from 2.7 to 13.8 Ma). 10 

Thus, we computeWe calculate a new bedrock SPDF according to the hypsometric distribution of the sediment hillslope 

sources (black curve, Fig. 7i-j) that follow the hillslope hypsometry distribution (Fig. and the AHe age-elevation profile (Fig. 

4). The 4b). The maximum age range of inferred detrital SPDFs is in this case lower than the previous (Fig. 7i).case (i.e. grey 

shaded area) but still remains important. The mean detrital SPDF shows a plateau-like signal from ~5 to ~9.5 Ma and differ 

from the hillslope bedrock SPDF, suggesting alone, uniform erosion for elevation that elevations from ~1400 to ~2500 m. 15 

contribute in the same proportion to the particle budget in the frontal moraine. However, a comparison with the hillslope 

bedrock SPDF indicates that storage of sediment occurs for such elevations. Moreover, the hillslope mean detrital SPDF is 

shifted toward oldolder ages (> 8 Ma) and excludes ages lower than 3.5 Ma as the hillslope sources doerosion does not 

reachoperate at the lower elevations showing suchwhich have these young ages (Fig. 4b). . Thus, theThe hillslope mean detrital 

Figure 7: Spatial distribution of particles and detrital AHe age distributions within the frontal moraine. (a) Source locations of particles with 
Er being the erosion rate. The spatial AHe age distributions of particles after 2000 yrs of transport (b). The detrital AHe age probability 
distributions (c) and their cumulatives (d). The grey shaded area represents the range of the inferred 10,000 detrital SPDFs from the sampling 
process. The black square in (b) shows the frontal moraine (FM) position. 
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CSPDF shows a maximum difference with the hillslope bedrock CSPDF around 8 Ma (thick black curve, Fig. 7j8b). Therefore, 

constraining the hillslope sources for the bedrock SPDF allows us to better identify the storage locations of sediments 

comparesediment in comparison to the catchment bedrock SPDF (dashed curve, Fig. 7i-j8a-b).  

The mean AFT detrital SPDF (Fig. S7iS8a) shows a similar tendency inof over-representing old ages (> 25 Ma) and under-

representing mid-range ages (~16 Ma) compared to the hillslope bedrock SPDF. However, the AFT mean AFT detrital SPDF 5 

differs from the mean detrital AHe SPDF differ from the AHe SPDF in that the bedrock AFT SPDF is always contained in the 

range defined by the shaded area andas it does not show a plateau-like form. Indeed, two age peak components occur at ~16 

Ma and at ~40 Ma. However, the detrital cumulatedcumulative distribution (Fig. S7jS8b) is also shifted toward oldolder ages, 

with a maximum difference at 24.5 Ma. ThisThe difference between the AHe and AFT age distributions is dueattributed to 

athe different age-elevation relationshiprelationships with lowerless spatial age resolution. for the AFT system (Fig. 4a). 10 

Overall, the hillslope SPDFs reveal that the relevant source region ages tend to have older ages for both AHe and AFT, which 

is in accordance with the hillslope hypsometric distribution (Fig. 4b).. 

We now consider particles originated from the glacier source glacial sources (Fig. 7e7a), which we define to be all the ice-

covered areas. The associated detrital AHe ages range now from 2.7 to 12.1 Ma, according to the hypsometric distribution of 

glacial source part of the age-elevation profile (Fig. 4), spanning the first ~85% of the total age range of the catchment. The 15 

maximum age reflects the maximum elevation reached by the ice (i.e. ~3420 m). As previouslybefore, we computecalculate 

a new bedrock SPDF according tobased on the glacierglacial source distribution (black curve, Fig. 7k) that is also in accordance 

Figure 8. Detrital AHe age distributions of the frontal moraine, and their cumulatives, for models considering only ice-free hillslope sources 
(a-b) and glacial sources (c-d). The grey shaded area represents the range of the inferred 10,000 detrital SPDFs from the sampling process. 
MSPDF: Mean Synoptic Probability Distribution. 
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with the glacial hypsometric curve (Fig. 8).4b). The detrital SPDFs shows, representing particles of glacial origin in the frontal 

moraine, show a maximum range of inferred SPDFs at ~3.3 Ma (grey shaded area, Fig. 7k).Fig. 8c). We relate this range to 

the constant 10% relative age uncertainty applied, as the range of inferred detrital SPDFs tend to increase with younger ages 

and younger ages have smaller absolute uncertainties. Compared to the glacierglacial bedrock SPDF, the mean glacial detrital 

SPDF of the glacier source over-represents young ages (< 45 Ma), in contrast to the hillslope source as we might expect. Next, 5 

we observe a relative under-representation of ages at ~6.3 Ma and for ages older than 8 Ma, consistent with a storage of 

sedimentsediments at mid-elevation. This is reflected in the cumulative detrital distribution (Fig. 7l8d), which is shifted 

towards younger ages and does not intersect the glacier bedrock cumulative distribution. The maximum difference between 

the two cumulative distributions is at 4.6 Ma.  

The detrital AFT distributions age distribution (Fig. S7k-lS8) show the same tendency in over-representing young ages (age 10 

peak at ~15.7~16.5 Ma) compared to the glacier bedrock distribution and by under-representing old ages (>27.528 Ma). 

However, the differences are less pronounced. The cumulated distributions show a detrital CSPDF is also shifted toward 

younger ages, where the maximum difference at 28.1with the bedrock CSPDF is observed ~28 Ma. We notice however a 

smaller differencedifferences between the detrital and the bedrock CSPDF distributions for the AFT than for the AHe system. 

Overall, the differences are explained by the lack of results show that older ages incoming frommainly reflect hillslope sources 15 

and younger ages, the glacierglacial sources, which is expected given the age-elevation profile and hypsometric curves of the 

two sources (Fig. 4b). However, they also show that estimation of the bedrock distributions of the sources helps better constrain 

the role of the ice transport, and also better identify the predominant source. in the sediment at the sampling site.    

3.5 Detrital signature using a landscape evolution model with non-uniform erosion 

ForTo illustrate how the last numerical experiment, we lookbedrock distributions of the sediment sources can help identify the 20 

dominant source signal at the detrital age probability distribution within the frontal moraine resulting from thesampling site, 

we consider now a model with non-uniform erosion. We use erosion laws presented in Sect. 2.1 with parameters listed in Table 

1. This, which leads to a non-uniform model ofthe erosion (Fig. 8a) withpattern in Figure 9a. Eroded particles are thus a 

mixture of hillslope- and glacier-origin sources for particles. The parameters of the erosion laws were calibrated by a trial-

error process to obtain a mean erosion rate over both source regions of 1 mm yr-1. for a more consistent comparison with the 25 

constant erosion rate models. Obviously, local deviations tovariations occur locally about this mean value occur (e.g. maximum 

erosion rate is ~31 mm yr-1) as shown by, Fig. 9a) and the calculated standard deviations for the mean erosion rates for the 

hillslope and glacier sources ofare 1 ± 0.29 and 1 ± 2.9 mm yr-1 respectively, where the glacier erosion is more variable. Ice 

erosion pattern results. Variations in ice erosion result mostly from the distribution of effective pressure that controls the 

opening of cavities (Eq. 3 and Eq. 6) and therefore from the length on which the basal shear stress is applied (Eq. 1 and Fig. 30 

S1). Consequently, there are some ice-covered areas that do not erode at all. The range of detrital ages for the glacier-origin 

particles spans 9 Ma from 2.7 to 11.7 Ma, whereas those for the hillslope-origin particles range from 3.5 to 13.8 Ma (Fig. 8b), 
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reflecting both the sampling of the age-elevation relationship with higher elevation tend to be subjected to hillslope erosion, 

compared to glacier erosion that is mostly restricted to valley floors (Fig. 8a). .  

The mean detrital SPDF shows a large age peak ~5 Ma, and a smaller one ~10 Ma. The glacial bedrock distribution 

predominates for ages <5.5 Ma (Fig. 9c), suggesting a glacial source for the first age peak. This is confirmed by the high 

erosion rates located where the AHe ages are around 5 Ma (see Fig. 9a-b and Fig. S6a). Looking at the detrital distributions 5 

(Fig. 8c), we observe large differences between the mean detrital and the catchment bedrock SPDF. First, a single major age 

peak occurs at ~5 Ma, suggesting a predominant glacier source at ~1500 m. Second, an older age peak occurs at ~10 Ma, 

thus reflecting mostly the hillslope source and elevation ~2800 m (Fig. 8a). Very young ages (<4 Ma) are not represented as 

very low erosion rates (<0.07 mm yr-1) of glacier source occur at low elevations. The corresponding mean detrital CSPDF 

(Fig. 8d) shows a shift towards young ages compared to the bedrock CSPDF, the maximum difference between the two 10 

cumulated distribution being at 4.9 Ma. We also note that the bedrock CSPDF shows clear departure from the range of possible 

detrital CSPDFs at ~6 Ma (grey shaded area, Fig. 8d), traducing a major glacier source contribution to the detrital SPDF of 

the frontal moraine. 

The mean AFT detrital SPDF (Fig. S8c-d) The second age peaks (10 Ma) best match with the hillslope bedrock distribution, 

which would suggest a dominant hillslope source contribution. This assumption is also confirmed by the erosion rates ~1.80 15 

mm yr-1 where AHe ages are ~10 Ma (Fig. 9a and Fig. S6). The mean detrital SPDF also shows a low at ~7-8 Ma that we 

Figure 8: Non-uniform erosion model experiment, with the (a) erosion rate, (b) the spatial AHe age distribution, (c) the density and (d) 
cumulative distribution plots for the frontal moraine. The black square in (b) shows the frontal moraine (FM) location. 
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attribute to both the effect of storage at mid elevation (Fig. 6b) and the erosion pattern, as the relevant elevations are represented 

by small tributary glaciers with low erosion rates (<0.07 mm yr-1). A similar comparison can be done with the CSPDFs (Fig. 

9d), although the curves are smoother. Thus, taking into account the bedrock age distributions of the different sources increases 

the potential to discriminate these sources in a detrital sample. However, we stress that the bedrock distributions are based on 

the assumption of spatially uniform erosion across the catchment. Non-uniform erosion leads to different bedrock SPDF for 5 

the sources, and also different expected sediments source distributions.  

 

The mean detrital AFT SPDF (Fig. S9) is in agreement with a glacial source of particles for AFT ages ~16 Ma, where the 

erosion rates are highest (Fig. S9a), but this is much less pronounced than for the AHe system. Moreover, it is difficult to make 

distinction between the two sources (hillslope vs glacier) for ages >30 Ma, as the mean detrital SPDF closely match all the 10 

bedrock SPDFs. We relate this pattern to the large relative uncertainties (i.e. >30%) we considered for the AFT ages, that over-

smooth the SPDF, especially for older ages. The mean detrital CSPDF shows no significant differences with the bedrock SPDF 

and bedrock CSPDF does not show departure from the range of possible detrital age distributions. This catchment bedrock 

CSPDF and suggests a uniform erosion across the catchment, which is in contradiction withcontrast to the conclusion inferred 

fromfor the AHe system, that showsi.e. a major contribution of the glacier source. This difference is, due to the different age-15 

Figure 9: Non-uniform erosion model experiment, with (a) the erosion rate, (b) the spatial AHe age distribution of particles, (c) the detrital 

AHe age probability distributions and (d) their cumulative for the frontal moraine. The grey shaded area represents the range of the inferred 
10,000 detrital SPDFs from the sampling process. The black square in (b) shows the frontal moraine (FM) location. MSPDF: Mean Synoptic 
Probability Distribution Function. 
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elevation relationships and age uncertainties between the two thermochronometers, reducing in the case of the AFT system, 

reduces the ability to track the source of particles. In this case, the AFT detrital distribution is not able to resolve the different 

contribution of the two sources (hillslope and glacier). with AFT data in this example.  

4 Discussion 

4.1 Limitations of the particles transport model 5 

It is important to note that the sediment particles in theour model are passively transported passively and do not interact with 

the ice. For instance, the concentration of debris in the basal ice can influence the rheology of the ice and the friction of the 

bed, which both impact the ice flow (e.g. Hallet, 1981; Iverson et al., 2003; Cohen et al., 2005). Surface debris-cover can also 

shield the ice from solar energy and, in turn reduce, reduces the ablation rates and increaseincreases the local mass balance of 

the glacier (e.g. Östrem, 1959; Kayastha et al., 2000; Rowan et al., 2015). As iSOSIA does not perform a full 3D computation 10 

of ice deformation, the horizontal velocity of particles is parametrized as a simple polynomial function (i.e. Eq. 9) of the 

average ice velocity (i.e. for englacial particles). Sediments can move vertically only by the accumulation of new ice or by 

melting, whereas natural particles can also move due to internal ice deformation, including thrusting and folding (Hambrey et 

al., 1999; Hambrey and Lawson, 2000). Surface debris may also fall in crevasses and therefore be incorporated in the basal ice 

(Hambrey et al., 1999). 15 

Lastly, sediment transport by rivers and sub-glacial drainage is neglected in the model. 

Additionally, our models omit debris comminution during transport. This process may have important implications for 

sampling strategies as block sized sediments formed by, e.g. quarrying, potentially originate close to the sampling site (i.e. 

have a short travel distance), but often are not sampled. This could bias detrital SPDFs, that are only representative of the 

sampled size fraction of sediments (mostly sand size) and thus sources located high in the catchment (i.e. larger travel 20 

distances). Lastly, sediment transport by rivers and sub-glacial drainage is neglected in the models presented here. However, 

it has been shown that a large part of basal debris can be evacuated by meltwater, on a seasonal timescale (Collins, 1996; 

Kirkbride, 2002; Swift et al., 2005; Delaney et al., 2018). Not allowing for this factor potentially impacts the transfer time of 

our sediment particles to the glacier front and we return to this point below. Additionally, water mixes sediments efficiently 

and may reduce the role of advective sediment transport in the ice. The role of sediment mixing by water has been investigated 25 

by Enkelmann et al. (2015) and they conclude that sampling the pro-glacial river (Ehlers et al., 2015) is similar to sampling 

through the ice-core terminal moraine, meaning that sediments in glacial outwash have a greater potential to be mixed by 

meltwaters. We emphasise that our simple particle transport model is a starting point for studying the behaviour of sediment 

transport by ice, and integration of other processes of transport should be considered in future studies.  
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4.2 Effect of sediment transport by the ice  

Despite the limitations mentioned above, some first-order insights related to ice dynamics can be identified. Firstly, we 

characterize the time to reach an equilibrium in terms of the relative proportions of particles sources in the frontal moraine of 

around 1500 years. This time to reach equilibrium is similar to the timescale of the variability of glacier dynamics observed in 

valley glaciers (e.g. Nussbaumer et al., 2007; Osborn and Luckman, 1988). This suggests that a detrital age distribution 5 

sampled from a glacial deposit like a frontal moraine may often reflect a transient case, with variable proportions of particle 

sources depending on the transport times (Fig. 6a). Thus, estimation of spatial erosion pattern can be biased based on the 

detrital SPDF (e.g. Firstly, our ice transport model for the Tiedemann glacier implies an equilibrium time in terms of the 

relative proportions of particle sources in the frontal moraine of the order of 103 years (~1500 years). This timescale is of the 

order of the characteristic timescale developed by previous studies (Johannesson et al., 1989; Oerlemans, 2001; Roe and 10 

0’Neal, 2009; Herman et al., 2018) and mainly reflects the glacier dynamics. Incorporating transport of sediments by 

meltwater, this timescale would probably reduce for glaciers with well-developed drainage systems, as large part of glacier 

basal debris seems to be evacuated by the subglacial drainage system (Collins, 1996; Kirkbride, 2002; Swift et al., 2005; 

Delaney et al., 2018). However, the types of debris forming frontal moraines vary from glacier to glacier. For instance, debris-

covered glaciers are dominated by supraglacial debris that are mainly transported passively by ice (Benn and Evans, 2013). 15 

Terminal moraines of debris-covered glaciers are thus mainly built by a dumping process of debris from the ice surface, and 

thus reflect glacier dynamics, especially if the glacier remains stable for a long period of time (Sharp, 1984; Lukas, 2005; 

Hambrey et al., 2008; Benn and Evans, 2013). Moreover, some sedimentological studies on terminal and lateral moraines have 

shown limited amounts of glaciofluvial-related facies (e.g. Winkler and Matthews, 2010; Bowman et al., 2018; Ewertowski 

and Tomczyk, 2020), as it is the case for the Tiedemann glacier (Menounos et al. 2013).  Therefore, the timescale for building 20 

the frontal moraine would strongly depend on (i) the availability of subglacial debris vs supraglacial debris, and (ii) the glacier 

dynamics. We recommend that future studies should focus on the timescales for building the terminal moraine, but we also 

highlight that, in some glacial areas, this timescale could impact the interpretation of detrital SPDFs from such glacial features, 

e.g. by reflecting a transient phase of sediment arrival (as shown in Fig. 6). 

Ehlers et al., 2015). For instance, one may conclude that erosion is focused at low elevations (i.e. based on the young age peak 25 

in Fig. 6c). Secondly, zones of slow ice flow, such as in small tributary glaciers, may act as sediment traps as shown by particles 

remaining in elevated areas after 8500 years of simulation. These zones of slow ice motion occur mostly around the ELA and 

are associated to low values of local topographic slope. This is consistent with the suggestion that glacial erosion is more 

efficient around the ELA (e.g. Egholm et al., 2009; Brozović et al., 1997; Anderson et al., 2006; Steer et al., 2012), which 

leads to limitedlimit local relief and slope around the ELA and in turn to limitedlimit ice sliding velocity. This also highlights 30 

the role of morphodynamic feedbacks in controlling, here by a trapping effect, the detrital distribution of thermochronological 

ages. Therefore, only ~44% of the total initial number of particles have reachedreach the frontal moraine after 8500 years of 

transport (i.e. the maximum time of our simulation). The remaining ~About 25 % of the particles are stored in the lateral 
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moraine (Fig. 5d) and the othersremaining ~31% are trapped at higher elevations, and therefore have residence times greater 

than 8500 years. The robustness of the results presented so far to different parameters has been tested by varying the glacier 

size, and the hillslope diffusivity for particle transport. The results are presented in Sect. 2 of the supplementary materials. 

Overall, the conclusions are similar to those already discussed, and show equilibrium times for the frontal moraine of the same 

order, and around 53-60 % of the total sediments stored higher in the catchment  5 

To illustrate in more detail the effect of low velocities on transport times in more detail, we compute the average transfer time 

as a function of source location for particles that reach the frontal moraine (Fig. 910). The results show that the time required 

for a particle to reach the frontal moraine is obviously not simply proportional to the distance between the moraine andwith 

the source location. Indeed, some particles formed near the frontal moraine may take more than 3000 years to reach the glacier 

front due to velocities close to zero (Fig. 9a, red dots, and Fig. 9b, blue dots).10). In contrast, some particles formed far from 10 

the frontal moraine have transfer times less than 1000 years due to averaged-velocities greater than 15 m yr-1 (Fig. 9b10b). 

The proximity of the source to ice streams with high velocities explains this pattern of transfer times (Fig. 3c).  It is also 

illustrated in Figure 6a where we observe that particles originating 8 to 20 km from the frontal moraine arrive at the same time, 

and that the proportion of particles from 12-16 km evolves more rapidly than those from 8-12 km. It results that theThe average 

transfer times for particles formed along hillslopes or glaciers are 1825.4 ± 1914.7 and 1084.9 ± 1014 yrs, respectively, but 15 

show high variability. This difference is controlled 1i) by the longer average distance of the hillslopes to the frontal moraine, 

Figure 9: Characteristics of particles transfer to the frontal moraine, (a) the time needed for each particle to reach the frontal moraine; (b) 
their averaged speed. Black dots are particles that did not reach the frontal moraine (FM).  
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15.26 ± 7.19 km, compared to glaciers, 13.85 ± 6.15 km, and 2ii) by spatial variation in ice flow velocities and storage of 

sedimentsediments in small tributary glaciers. Overall, sediment transfer times of our models are strongly influenced by the 

spatial distribution of small tributary glaciers, suggesting aimplying an important control of the glacier sizesizes on the delivery 

of sediments to the main glacier transport system. 

In the case of uniform erosion, combined with  and a linearsimple relationship between thermochronological age and elevation 5 

(Fig. 4a), we expect that the detrital thermochronological signal associated to each source mimicsto mimic its associated 

hypsometric distribution. However, the resulting detrital SPDFs differ from that expected from the hypsometric distributions. 

(Fig. 7). The lack of the ages in the detrital SPDF corresponding to the peak observed ~1500-2000 m in the hypsometric curve, 

may be explained by (i) the storage of a major part of the sediments (i.e. 56%) outside of the sampling site, and (ii) by the 

patterns of transfer times for particles that have reached the frontal moraine (Fig. 9). reached the frontal moraine (Fig. 10). The 10 

generality of this conclusion is limited by our sediment transport model, as mentioned earlier, and the discrepancy observed 

between the detrital SPDFs and the expected distribution (i.e. bedrock SPDF) can be reduced for glacier with well-developed 

subglacial drainage system.  

Figure 10: Characteristics of particles transfer to the frontal moraine, (a) the time needed for each particle to reach the frontal moraine; (b) 
their averaged speed. Black dots are particles that did not reach the frontal moraine (FM).  
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4.3 The role of detrital sources: glaciers or hillslopes 

EachAccording to our model for the Tiedemann glacier, each type of detrital source, i.e. hillslopeshillslope or glaciersglacier, 

displays a different average hypsometry (Fig. 4b). Glaciers mostly represent valley floor while hillslopes mostly represent 

elevations greater than ~1800 m. We point out that hillslopeHillslope sources contribute to older ages in the detrital SPDFs, 

as expected from the age-elevation profiles and the range of elevation of hillslope source (~700-4000 m). The glacial detrital 5 

SPDF (Fig. 78) reflects mainly the younger ages from the valley floor, and a lack of older ages as expected byin the range of 

elevation range occupied by glaciers (~530-3420 m). Moreover, depending on the erosion pattern, the proximity of the glacial 

source from the frontal moraine (<5 km) plays a role in the proportions of detrital age components, as the transfer times are 

lower (<300 years). The combination of the two source contributions is well illustrated in the case of uniform erosion through 

the catchment (Fig. 7), where the relative contribution of younger ages (glacier source) is reduced while the contribution of 10 

older ages better matches the bedrock distribution. 

CharacterizingWhen estimating glacial erosion rates from sediment flux measurements it is important to distinguish glacier-

origin debris from supraglacial debris. Previous studies used cosmogenic nuclides concentrations (e.g. Guillon et al., 2015) or 

U-Pb ages (e.g. Godon et al., 2013) on sediments to discriminate between sources. Here, we tested a simple approach by 

characterizing the bedrock age distribution of different sources and compared them with the detrital age distribution. The 15 

model considering non-uniform erosion gave promising results for identifying contribution of different sources and the nature 

of particle transport allows us to better understand the mean detrital SPDF of sediment sources to the frontal moraine resulting 

from non-uniform erosion (Fig. 8). 9).  

Despite identical averaged erosion rates for the two sources (i.e. 1 mm yr-1 for hillslope and glacier respectively), glacial 

erosion shows a more heterogeneous pattern than hillslope-erosion. The resulting young age peak component1 mm yr-1), the 20 

resulting shape of the mean detrital SPDF (Fig. 8c, red curve) reflects a dominant is the result of higher local glacial 

contributionerosion rates compared to the frontal moraine. Indeed, local rates ofmore diffusive erosion by quarrying, from 0 

to ~31 mm yr-1, is observed to be an order of magnitude greater than the maximum rate of hillslope erosion, from 0 to 2.3 mm 

yr-1 (Fig. 8a).on hillslopes. Therefore, the glacial processsource locally produces morea high amount of sediment particles, 

with similar thermochronological ages, which are ultimately transported to the frontal moraine. This explains the high peak 25 

observed ~5 Ma (Fig. 9) and the lower peak ~10 Ma corresponding to hillslope sources. Furthermore, as glacial erosion is 

generally linkedthe proximity to the basal sliding speed (Eq. 6), we expect that glacial-origin sources of particles to be close 

to ice streams presenting high depositional site of the sources with high glacier velocities, reducing in turn, the transfer time 

of such particles. also contributes to the magnitude of the age peak components observed in the detrital SPDF (Fig. 10). 

Therefore, detrital SPDFs of glacial features likesuch as the frontal moraine are likely to over-represent glacial sources of 30 

sediments compared to hillslopes sources. Next if driven by locally high erosion rates. Finally, a large part of sediment particles 

produced on hillslopes originates from around 2800 m as illustrated by the older age peak component at ~10 Ma (Fig. 8c). 

This peak occurs because the elevated areas are connected to the main glacier and thus have transfer times, ~800 years, which 
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are of the same order of those where the local erosion rate is highest (~31 mm yr-1, Fig. 8a). The spatial distribution of hillslope 

erosion rates in Fig. 8a confirms this source elevation.9c).  

4.4 Implications for detrital sampling strategies 

A sampling strategy equivalent to thatthe one considered in this study (i.e. randomly sampling the entire frontal moraine) has 

the potential to capture most of the bedrock age distribution. This is particularly true in the uniform erosion case where the 5 

mean detrital SPDF approximates well the bedrock SPDF. However, given the advective nature of particle transport by ice, 

we now consider the effect ofmore bedrock age components, as proposed in previous studies (e.g. Enkelmann et and Ehlers, 

2015).  To illustrate this effect, we now consider different sampling strategies. We perform an additional experiment, with 

uniform erosion, where sampling occurs in four different regions of the frontal moraine (Fig. 1011). The process of sampling 

is the same as for previous models, i.e. we randomly collect 105 particles within each region, produce a SPDF and repeat this 10 

process 10,000 times to infer a mean detrital SPDF.  The resulting mean AHe detrital SPDFs and CSPDFs are presented in 

(Fig. 10. We first observe a11) show significant variability between the four detrital SPDFs.. Sampling region one (Fig. 10) 

mostly representscaptures young ages (<6 Ma) and therefore the glacier source. The, while hillslope sourcesources, with older 

ages (>6 Ma), isare under-represented. Sampling regionsregion two and three, located in thecloser to centre of the moraine, 

Figure 10: Detrital AHe age distribution of the five sites seen in (b, black squares) from the experiment considering uniform source of 
particles (a). The density plots and their cumulative distributions are shown in (c) and (d). The dashed black line is the mean detrital SPDF 
for the frontal moraine (FM).  
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includeincludes an older age component (>6 Ma), which leads to a better fit with the mean detrital SPDF obtained by sampling 

the entire frontal moraine. We note that the detrital SPDF of region two seems to better matchStatistical tests performed on the 

CSPDFs confirm this similarity (see Table 1). However, the bedrock SPDF than the mean detrital SPDF.different sensitivity 

of these statistical tests complicates interpretation of these results. Finally, region the regions three and four shows a bimodal 

age distributionshow similar distributions with an over-representation of young (<4 Ma) and old ages (>7.5 Ma), and a gap in 5 

mid-range ages (between 5 and 7 Ma) representing intermediate elevations (1500-2000 m). Focusing on the spatial distribution 

of detrital ages allows us to track the source of ages from the front of the glacier. We confirm that oldOld ages (red dots in Fig. 

10a11a-b) are mostly transported in the central part of the main glacier and deposited in the central part of the frontal moraine 

(regions two, three and threefour). An exception occurs with regionregions three and four due to deviation of ice streamlines 

(Fig. 10b11b). This deviation is also responsible for significant deposition of sediments in the lateral moraine. A high 10 

variability in detrital SPDFs is also observed at a smaller spatial scale, when considering a similar approach of Enkelmann and 

Ehlers (2015), where sediments are collected upstream of the frontal moraine along a transverse transect (see supplementary 

materials). upstream. The trend of decreasing young age component in the detrital SPDF across the frontal moraine is seen for 

the AFT system, although the differences are less pronounced. However, this trend seems to be supported by a comparison 

with true ice-cored terminal moraine AFT data from Enkelmann and Ehlers (2015) (see A2). We observe that, from left to 15 

Figure 11: Detrital AHe age distributions of the five regions seen in (b, black rectangles) from the experiment considering uniform source 
of particles. Spatial distribution of particles with their AHe ages associated (a), with a zoom to the frontal moraine area in (b). The density 
plots and their cumulative distributions are shown in (c) and (d). The dashed black line is the mean detrital SPDF for the frontal moraine 
(FM). 
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right, the detrital age distributions within the frontal moraine incorporate older ages. However, we are aware that the method 

used to build SPDFs with a Gaussian kernel (Eq. 11) tends to break down with high (>30%) relative uncertainties (Brandon, 

1996), as for the presented AFT data. We use this method for simplicity and to facilitate comparison with the synthetic AFT 

SPDFs. However, the original data also show the same tendency of age components getting older across the terminal moraine, 

and statistical tests applied on original data (Enkelmann and Ehlers, 2015) support the high variability of the detrital AFT age 5 

distributions across the terminal moraine regions (see Table A1). Overall, local sampling within the frontal moraine or 

upstream along a transverse transect leads to a higher variability in the inferred detrital age distributions. Even if some regions 

may show better agreementagreements with the bedrock SPDF (region two), randomly sampling small patches of sediments 

through the moraine captures most of the age components on average and seems a better strategy. overall.  

4.5 The effect of age uncertainties and age-elevation profiles: comparing AHe and AFT 10 

The detrital AFT SPDFs for the previous model considering sampling on four regions within the frontal moraine share similar 

pattern (Fig. S9). Region one over-represents young ages (<25 Ma) and under-represents old ages (>25 Ma). Region two is 

like the bedrock SPDF, while region three and four tend to be biased toward older ages reflecting contributions from higher 

elevations. However, the variability between detrital AFT SPDF is much lower than for the detrital AHe SPDFs. Indeed, for 

all our models, we have seen that the behaviour of the mean detrital SPDFs from the AHe system differs from the AFT system. 15 

These differencesFor all of our models, we concluded that detrital age distributions resulting from the AFT ages were less 

informative than those from the AHe ages. The differences between the two systems occur for two main reasons. First, the 

age-elevation profiles differ. For the AFT profile, the youngest ages are not at the lowest elevation but occur at ~2000 m of 

elevation. The slope of the AFT age-elevation relationship is negative (but almost vertical (and actually negative) for elevations 

lower than 2000 m. This low age-elevation gradient leads to a reduction in source identifiability, i.e. similar ages can come 20 

from a large range of elevations. Secondly, the high relative age uncertainties (i.e. >30%) in the AFT data smooths the SPDF 

and decreases the resolvability of age components in the age distribution. Consequently, these two characteristics can make 

the AFT system perhaps less useful for tracking erosion patterns (Enkelmann and Ehlers, 2015; Ehlers et al., 2015),, as seen 

for the case of non-uniform erosion. However, in some cases the AFT distribution can still capture first-order behaviour of 

sources if combined with bedrock age and age-elevation distributions, depending on the distribution of erosion across the 25 

catchment (Fig. S7i and Fig S9)..  

5 ConclusionConclusions 

In this study, we have modelledpresented a numerical approach to investigate the effect of erosion,sediment sources (hillslopes 

vs glaciers), ice transport and deposition on the distribution of thermochronological ages found in thea frontal moraine of. We 

applied this approach to a glaciated catchment which presents simple morphological characteristics: the Tiedemann glacier 30 

(British Columbia, Canada).) in steady-state. Firstly, considering the kinematics of sediment particle transport reveals that 
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equilibrium, in the relative proportions of particles sources within the frontal moraine, is reached after 1500 yrs of ice transport. 

This result reflects the timescale of glacier dynamics and suggests that detrital SPDFs, in glaciated alpine catchments, are 

likely to reflect a transient case, especially for recent glacial deposits due for instance to glacier retreat. Secondly, the presence 

of small tributary glaciers, with very low velocities, may act as traps of sedimentsediments and delay particle transfer to the 

glacier front. These low velocities may result from a morphodynamic feedback between the location of the ELA and the bed 5 

slope in direction of sliding. ThirdlySecondly, the transfer times of sediments are not necessarily correlatedinfluenced by the 

proximity of their sources to the distance from the sampling site, as someice streams showing high velocities. Indeed, sediments 

located in elevated areas may experience lower transfer times than sediments produced closer to the sampling site. This effect 

is also linked to the presence of small tributary glaciers with low velocities, and to theThirdly, horizontal and vertical velocity 

distributions of the main glacier. Indeed, sources located at high elevations may deliver sediments directly to the centreline of 10 

the main glacier where the velocities are highest. Fourthly, lateral spreadseparation of ice flow lines may result in the deposition 

ofcan produce lateral moraines that may store a significant amount of the sedimentssediment produced upstream. Moreover, 

This implies that frontal moraines may haveinclude sediments that contain thermochronological signatures from only limited 

parts of the total catchment, leading to a potential bias in the estimation of age distributions.. To limitaddress this issueproblem, 

lateral moraines of the same age deposition as the frontal moraine can be also targeted for complementary sampling, therefore 15 

incorporating more age components.  

Sediment transport by ice can introduces biaseslead to differences in the detrital age distributions compared to the bedrock age 

distribution, for instance by undersampling mid-altitudesaltitude age components. This could lead to misinterpretation of 

regional erosion patterns. Therefore, an assessment of the spatial distribution of zones of low ice velocity, such as small 

tributary glaciers, and zones of intermediate storage of sediments may help to prevent such misinterpretation. Moreover, 20 

sampling strategies considering local sampling of sedimentssediment in the frontal moraine show variable detrital age 

distributions, that predominantly reflectsreflect the variability of local sources upstream. In principle, this may allow us to 

directly associate particle sinks, e.g. moraines, to their sources. In contrast, randomly sampling through the frontal moraine 

potentially captures more age components, providing a more representative picture of the whole catchment. Therefore, we 

suggest applying such a the sampling strategy when possible.  However, we also emphasise the wide dispersion in detrital 25 

SPDFs that may result from sampling a limited amount of e.g. apatite grains (105 grains).should be designed according to the 

question being addressed. Furthermore, we have systematically compared two thermochronological systems, AHe and AFT, 

with different but coherent age-elevation profiles and different relative age uncertainties. While the first factor plays a role in 

the ability to track sediment sources, the latter decreasessecond factor impacts on the precision of SPDFs if high. However, 

characterization of the spatial variability of source contribution between different sampling sites may still be possible 30 

depending on the distribution of erosion.  

Overall, this studyour numerical approach offers novel insights on the application of detrital thermochronology to glaciated 

catchments and on the role of long-term exhumation, modern erosion, and past sediment transport. Yet, our modelling approach 

neglects sediment transport by river and However, as we have stated earlier, this study considers simple laws for ice motion 
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and sediment entrainment. Future and neglects sediment transport by the glaciofluvial system. Clearly, directions for future 

studies should focus on  are the role of subglacial hydrology and ice, plastic deformation of ice on sediment transport and 

its associated detrital signal. Moreoveron the role of meltwater in the building of terminal moraine. Finally, we have only 

considered one single alpine catchment and, our results may not applybe applicable to larger ice systems, such as ice sheets. 

In particular, we have found that the detrital signal, recorded in the frontal moraine, reaches an equilibrium after 103 to 104 yrs, 5 

which is of the same order or lower than the periodicity of climatic signals during the Quaternary. In turn, the moraines of 

alpine glaciers may inform on the impact of this variability on catchment erosion. Moraines of larger ice sheets, which are 

likely associated to a larger range of sediment transfer times, may provecatchments showing more informative – and also more 

challenging - to constrain erosion rates integrated over longer timescales and several climatic cycles. In particular, sediments 

deposited along the margins of the Antarctica and Greenland ice sheets represent good candidates to explore erosion rates over 10 

a time scale of 105 to 106 yr.complexity (e.g. tributary glacier valleys). 
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Appendices 

Table A1: Statistical tests results from Kuiper and Kolmogorov-Smirnov (KS) tests, with associated p-value for the modelled detrital 25 
CSPDFs shown in section 4.4. Each modelled detrital CSPDF (Region 1-4, and frontal moraine) is tested against the modelled catchment 
bedrock CSPDF. Frontal Moraine corresponds to the mean detrital CSPDF of the entire moraine. The variability of detrital SPDFs of the 

original data from Enkelmann and Ehlers (2015), p-values for S10-S14, has been tested by comparing the original ice-cored detrital SPDFs 
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against the detrital age distribution of the glacial outwash sample (9TETG15) presented in Ehlers et al. (2015). Highlighted in black are 
contradictions or p-value close to the alpha level (0.05) between the two statistical tests about the similarity between the corresponding 
detrital CSPDF and the catchment bedrock CSPDF (or glacial outwash in case of S10-S14). 1: the two distributions are different, 0: the two 
distributions are similar. 

 AHe AFT 

 Kuiper test/p-value KS-test/p-value Kuiper test/p-value KS-test/p-value 

Region 1 1 / 1.16x10-5 1 / 4.10x10-7 1 / 1.37x10-6 1 / 3.25.10-8 

Region 2 0 / 0.057 0 / 0.26 0 / 0.09 1 / 0,01 

Region 3 1 / 1.63x10-9 1 / 4.80x10-8 1 / 6.42x10-22 1 / 3.26x10-24 

Region 4 1 / 4.46x10-11 1 / 4.68x10-9 1 / 5.78x10-20 1 / 3.38x10-22 

Frontal Moraine 0 / 0.50 0 / 0.55 0 / 0,87 0 / 0,31 

S10 - - 1 / 8.83x10-16 1 / 1.30x10-17 

S11 - - 1 / 4.99x10-9 1 / 4.03x10-7 

S12 - - 1 / 0.03 0 / 0.30 

S13 - - 0 / 0.25 0 / 0.38 

S14 - - 0 / 0.52 0 / 0.10 
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Code availability 

The iSOSIA version (iSOSIA_3.4.7b) and the external routine used to compute the detrital age distributions are publicly 

available here: https://github.com/davidlundbek/iSOSIA. 
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