
Final author response 
 

Dear editor,  

we thank you very much for extending three times the deadline for the submission of the final 
response. Unfortunately, the preparation time for the final response has massively increased 
due to an exceptional situation caused by Corona. Illnesses have come along. The provided 
additional time gave us the opportunity to fundamentally revise this manuscript and to 
respond to the comments of the two referees.  

Motivated by their helpful and constructive comments, we revised the manuscript in terms of 
structure (Sect. 2, Sect. 5 and supplements) and contents. Wherever possible, redundant 
information was removed and the manuscript was reduced to relevant information. Additional 
modelling was performed to analyse the effect of (i) a bigger size of the model domain and 
(ii) different values of the disturbance factor D on the mechanical response of the rock slope 
(Sect. 5.1, Sect. S7.2). Further, we shifted some parts of the supplements to the main text to 
reduce switching between these two texts. Some figures were unified (Fig. 1 and Fig. 4) and 
their graphical quality was improved (Fig. 8).  

Enclosed you find the author response to the two revisions and the main article and the 
supplements with and without track changes.  

 

 

Philipp Mamot, on behalf of all co-authors  
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Response by the authors to the evaluations of referee 1:  
 

Dear anonymous referee,  

we thank you very much for your constructive and valuable suggestions and comments 
related to the content and the structure of the submitted manuscript. We carefully addressed 
all of them and listed the changes in detail hereafter.  

 

Philipp Mamot, on behalf of all co-authors 

 

 

 

RC = Referee comment 

AR = Author response 

 

 

RC: “I struggle a bit with the structure of the manuscript. The authors want to show the result 
of a rock mechanical model, where mechanical parameters change with changing ground 
temperatures. This is in principle fine. However, chapter 2 is not only the mechanical model, 
but also a lot of results which serve as important input to the model, and to a large degree 
documented as supplemental. I would suggest to re-structure this part, distinguishing the site 
description, rock joints and kinematics, lab work and permafrost distribution from the rock 
mechanical set up and modelling. Here I assume that the first topics I mentioned are derived 
in this manuscript, as many of these points are more explained in the supplemental. The 
authors want to present a large material, from the present state of permafrost and stability of 
the Zugspitze crest, to the development of a thermo-mechanical model, resulting in for me 
interesting conclusions.” 

AR: As suggested by the referee we restructured Section 2 to clearly separate the part of the 
model input parameters from the model setup and the modelling strategy: 

2. A general approach applied to the Zugspitze summit crest 

 2.1 Characterisation of the mechanical and thermal setting 

  2.1.1 Model profile 

2.1.2 Rock joint geometry and kinematic analysis 

2.1.3 Spatial permafrost distribution 

2.1.4 Mechanical properties 

 2.2. Model setup 

 2.3 Procedure for the numerical analysis 
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Furthermore, we shifted some of the relevant information on the study site, the kinematic 
analysis and the geophysics from the supplements to the main manuscript. In this way the 
reader does not have to switch between the two documents so often. For example, (l. 90): 

“2. A general approach applied to the Zugspitze summit crest 

A slowly moving rockslide at the Zugspitze summit crest (2900 m a.s.l.), Germany, with 
extensive monitoring data on kinematics and degrading permafrost bedrock was chosen to 
develop a close to nature rock slope instability model for degrading permafrost rock slopes 
(Fig. 1; see also Mamot et al., 2018). Homogeneous lithology, well known permafrost 
degradation history for the Zugspitze summit area and the accessibility to an ice-filled rock 
sliding surface (Fig. 1c) made it an ideal benchmark for the mechanical model development. 
The model profile and the characteristics of the fracture network for the numerical model 
were taken from the study site. Rock specimens collected closeby to the rockslide were used 
for a unique set of mechanical laboratory tests on a broad spectrum of frozen and unfrozen 
intact rock and rock joint properties. Intact rock properties were converted to rock mass 
characteristics using internationally standardised mathematical equations. Electrical 
resistivity tomography (ERT) was applied to identify current frozen and unfrozen slope 
sections. These were implemented in the numerical model to spatially assign frozen or 
unfrozen rock mass and joint parameters to the corresponding model sections and to derive 
a rough spatial warming pattern. Considering the numerous laboratory-based observations of 
the strength reduction of rock-ice-mechanical properties at warming/thawing (Table 1), we 
expect to model a significant effect on the slope stability. For this, we set up a discontinuum 
model in 2D with UDEC 7. In a first step, we modelled the numerical impact of warming and 
thawing on the stability of the Zugspitze summit crest with ice-filled joints. In a second step, 
we applied the same model to a frozen rock slope with simplified geometry to study the 
numerical impact of rising subzero temperature on the rock slope stability for varying slope 
angles and orientations of the joint set configuration. 
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Figure 1: (a) Left: Location of the study site (red box) in the Zugspitze summit area, ca. 60 m below the peak 
(2963 m a.s.l.). The red arrow points to the sliding direction of the unstable rock mass. The hillshade is 
calculated from a digital elevation model with a cell size of 10 m for Austria and 5 m for Germany (Bavarian 
Agency for Digitisation, High-Speed Internet and Surveying, 2006). Coordinates are given in ETRS 1989 
UTM Zone 32N. Right: View from above down on the study site, including dolines, the assumed main shear 
zones of the upper part of the rockslide, the profile used for the numerical model and the transect for the 
electrical resistivity survey. (b) Network of geophysical and geotechnical measurements at the study site 
including reference to geomorphologic and anthropogenic features. The orthofoto is derived by UAV-based 
photogrammetry. (c) and (d) Shear zone SZ1 filled with ice or with fine material, exposed at the inner wall 
of dolines. (e) Intersecting main shear zones which delineate the unstable rock mass at the south-face of 
the Zugspitze summit crest: without (left) and with the potential failure volume (right).” 

 […] 

l. 179: “2.1.3 Spatial permafrost distribution 

In the 1960s and 1990s, permafrost at the Zugspitze summit was found in deep and 
permanently ice-filled fractures with a maximum aperture of 0.1 m (Körner and Ulrich, 1965; 
Ulrich and King, 1993). Current borehole temperatures at the peak of the Zugspitze average 
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-1.1 °C within the permafrost core area (20–25 m away from the rock walls). At the margin to 
the active layer (ca. 5 m away from the north-face), the temperatures approach minima of -
6 °C during winter (Böckli et al., 2011; Gallemann et al., 2017; Krautblatter et al., 2010; 
Noetzli et al., 2010). A model for the permafrost evolution at the Zugspitze peak by 
Gallemann et al. (2017) shows that between 1915 and 2015 the permafrost decreased by 
2 m at the north-face and by 7 m at the south-face, with an increase in the permafrost 
temperature of approximately 1 °C. 

To accurately assess the current distribution of permafrost along the model profile at the 
study site, we applied laboratory-calibrated electrical resistivity tomography (ERT). This 
technique has been used to characterise and monitor the spatial variability and evolution of 
mountain bedrock permafrost in steep rock walls (Keuschnig et al., 2017; Krautblatter et al., 
2010; Murton et al., 2016). The outlined procedure of the measuring setup in the field was 
similarly applied to the Zugspitze summit crest. Two surveys were conducted at the end of 
August 2014 and 2015, which corresponds to the time the active layer at the Zugspitze peak 
usually reaches the maximum extent (Gallemann et al., 2017). Data processing and 
inversions were performed with Res2Dinv (see supplement material for measuring setup, 
data acquisition and analysis of the field surveys).  

To assign the measured ERT of the summit crest to frozen or unfrozen slope sections, we 
used the resistivity of saturated frozen and unfrozen Wetterstein limestone in the laboratory, 
defined (i) by Krautblatter et al. (2010) in the same lithology, and (ii) in the context of this 
study based on two rock blocks from the field site. For the laboratory tests, we followed the 
suggested procedure by Krautblatter et al. (2010), though limited to a single cooling and 
subsequent freezing trajectory of the samples from 10 down to -6 °C. The rock samples (both 
with a size of 0.02 m³) were kept in a self-built, temperature-controlled cooling box for the 
duration of the tests. Rock temperature was measured simultaneous to resistivity with two 
Pt100 sensors (Greisinger GMH3750, with a 0.03 °C precision) inserted in the rock samples 
(Fig. 4a). Measurements were performed along 3-4 different Wenner arrays installed parallel 
to each other. 

The laboratory ER clearly showed values lower than 19 kΩm for unfrozen rock and values 
higher than 28–29 kΩm for frozen rock (Fig. 4a). The equilibrium freezing point at -0.2 to -
0.4 °C is indicated by a 21 to 37-fold increase of the frozen temperature-resistivity gradient. 
This pattern of electrical resistivity versus rock temperature is similar to the one 
demonstrated by Krautblatter et al. (2010): here, the ER measures 30 ± 3 kΩm at the 
equilibrium freezing point (-0.5 °C). Overall, we defined ER-values lower than 19 kΩm and 
higher than 33 kΩm to be unfrozen or frozen, and the range of values lain in between as 
possibly frozen rock.  
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Figure 2: (a) Left: Laboratory-tested electrical resistivity of frozen and unfrozen Wetterstein limestone 
collected at the study site. Definition of frozen (blue symbols), unfrozen (red symbols) and possibly 
frozen (orange symbols) electrical resistivity based on the freezing-trajectories of two rock samples. 
Measurements were performed along different Wenner arrays (i.e., A1-A4 or B2-B4) installed parallel to 
each other. Right: Test setup in the laboratory cooling box. (b) Distribution of frozen and unfrozen 
bedrock in the Zugspitze summit crest derived from two ERT surveys in August 2014 and August 2015. 
TS = Talus slope. CSR = Compact solid unfrozen rock. SZ = Shear zone. D = Doline. (c) Successive ERT 
campaigns used for the estimation of the current spatial extent of bedrock permafrost in the numerical 
model (Fig. 5). 

…” 

 

RC: “The ground temperature distribution and temporal change is a crucial part of the 
manuscript. The authors start with a thermal setting derived from ERT measurements, which 
were calibrated in the laboratory in terms of temperature and associated resistivity. Much of 
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the underlying assumption are presented in the supplemental, on has to jump back and forth 
to find the relevant information. Maybe it is wise to include some of it in the main document.” 

AR: See author response above. 

 

 

RC: “The manuscript is lengthy and partly full of redundancies/summaries and can be 
shortened substantially and with this make space for inclusion of some of the supplementary 
information. E.g. the conclusions are too long, and partly either a summary or even a 
discussion (see below). Make a list of conclusions of your work and avoid lengthy summaries.” 

AR: The entire manuscript was shortened wherever possible. For instance, the conclusion 
was changed to a list of concluding points which are more easy to read. Hereby, we avoided 
to summarise or to discuss (l. 670): 

“6. Conclusion 

This study presents the first numerical model which is capable of performing comprehensive 
mechanical stability analyses of degrading permafrost rock slopes. In this context, we 
provide (i) a universal procedure for the input of thermal and mechanical data, the model 
setup and the modelling strategy, (ii) a numerical benchmark application to a specific test site 
at the Zugspitze peak, and (iii) the first numerically derived critical stability thresholds related 
to the slope angle, rock mass temperature and orientation of the fracture network. The 
related main findings are summarised as follows: 

(i) The temperature-dependent mechanical stability model can be used for any 
permafrost-affected rock slope across the globe which is subjected to climatic 
warming.  

(ii) Laboratory tests and field reconnaissance of the benchmark site Zugspitze 
exemplify thermal, geometrical and mechanical input data for the numerical 
model.  

(iii) Frozen and unfrozen bedrock material properties were assigned to specific 
sections in the model and changed due to warming/thawing. The modelling 
procedure was divided into three stages: rock bridge destruction, warming with 
ice-filled joints, and thawing. Process-specific and temperature-dependent input 
parameters were modified when switching from one stage to the next. 

(iv) The Zugspitze model demonstrates a stability decrease towards a critical level as 
a result of (a) rock bridge destruction and (b) gradual warming of frozen rock and 
ice-filled joints from -4 to -0.5 °C. Surficial rock slope failure starts coincident to 
thawing of the outermost rock layer. Upon full thaw of the summit crest, expected 
within the next five decades, the model predicts an increase in displacements 
which potentially lead to final slope failure.  

(v) We developed a framework to generalise and upscale the Zugspitze model: 
Critical stability thresholds were calculated in the context of a sensitivity analysis 
of the Zugspitze model with simplified geometry and warming pattern.  

(vi) The dependence between instability and the slope angle can be classified into a 
stable first domain (≤ 50°), a second domain with a first onset of instability (55–
62°), and a third domain characterised by an accelerated slope destabilisation 
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(≥ 64°). The greatest relative increase in displacements is observed in the second 
domain. 

(vii) Warming from -4 °C to a temperature between -3 and -0.5 °C initiates instability 
for rock slopes ≥ 50°. Destabilisation is more pronounced for warming closer to 
the melting point (from -2 to -0.5 °C) than for warming from -4 to -2 °C. This 
difference becomes greatest in the second domain.  

(viii) For anaclinal slopes, the critical slope angles range between 50–62°, and for 
cataclinal slopes, they range between 55–62°. 

(ix) The calculated critical slope angles and rock mass temperatures correspond well 
to the characteristics of documented rock slope failures in permafrost areas in the 
European Alps, which often showed large amounts of residual ice in their scars.  

(x) The critical thresholds can be applied to warming permafrost rock slopes with (a) 
ice-filled joints, (b) limestone equivalent to Wetterstein limestone, or probably 
most of the rock types relevant for permafrost rock slope failure in the Alps, (c) 
slope angles smaller than 70° and (d) various orientations of the fracture network 
consisting of three joint sets.  

(xi) The critical thresholds can be used to detect rock slopes which are susceptible to 
fail in the future and potentially endanger human life and mountain infrastructure. 
For this, it is a prerequisite to have data on the fracture network, lithology, 
geometry and the thermal field of the investigated rock slopes. In contrast, a 
detailed stability assessment of a single rock slope requires a number of further 
site-specific input data. 

We are at the beginning of developing numerical models for the mechanical response of a 
rock mass to warming/thawing. Therefore, there is a huge potential for improvements. For 
instance, more mechanical laboratory tests are necessary to improve process understanding 
and to extend the number of frozen and unfrozen material parameters for modelling. Future 
numerical models should be based on further sensitivity analyses, or include water pressure 
or the creep of ice at lower displacement rates within the advanced stage of rock slope 
destabilisation. Time-dependent cycling is not yet implemented in most of the numerical 
models, neither it is in the presented ones. Hence, they are not suited to forecast a precise 
time of rock slope failure. Further, the spatial warming pattern for the Zugspitze model is 
simplified and based on a static temperature field derived from ERT, rock thermistors and 
published thermal models. For a more accurate characterisation of the warming pattern, 
future mechanical models should include a subsurface temperature field based on a 
combination of geophysics and a heat flow model for different time steps.” 

 

 
RC: “l. 22: last sentence abstract, is this so? Only to check…” 

AR: To our knowledge, it is the first mechanical model. However, we modified the sentence 
as we are not totally sure about that (l. 22): 

“…Here we present a benchmark model capable of assessing the future destabilisation of 
degrading permafrost rock slopes.” 
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RC: “l.79: Randa rock slope (Gischig et al) – no permafrost there?” 

AR: The authors of Gischig et al., 2011a, 2011b and 2011c (see References in the main 
manuscript) do not report on the observation of permafrost at this site. The low altitude may 
exclude the occurrence of permafrost.  

 

 

RC: “l. 103: Chapter 2, see comment above. This is a mix of methods and results. I would 
suggest you first evaluate the setting (rock joints, kinematics, thermal regime) and then 
make a model based on the settings.” 

AR: See author comment above. The evaluation of the thermal and mechanical setting at the 
study site is given in Section 2.1, while the setup of the model and the modelling procedure 
are presented in Sections 2.2. and 2.3, respectively.  

 

 

RC: “l. 116: Do not understand the sentence, velocity are reduced 84% during summer? 
Please clarify.” 

AR: To make the sentence clearer we modified it as follows (l. 175): 

“Measured fracture displacements between 2013 and 2019 show that the rock mass creeps 
slowly at an average of 2.1 mm yr-1 (Fig. S3). Between October and May, deformation rates 
are 84 % lower than in the remaining summer months.” 

 

 
RC: “Fig. 2: Show first the map (setting), then the images. Scale bar is 
missing. Maybe use colors for elevation, or use a normal topographic-type map. DEM 
is of no interest here.” 

AR: As suggested by the referee, we exchanged the overview map and included a scale bar 
(see figure below). In the new Fig. 1 (l. 108) of the revised manuscript, the overview map is 
presented at the top and it is zoomed in to the direct surroundings of the study site. We think 
it is more relevant to focus on the Zugspitze summit area than to show the Zugspitze in the 
context of the European Alps.  
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Figure 3: (a) Left: Location of the study site in the Zugspitze summit area. The study site is located 60 m 
below the peak (2963 m a.s.l.), highlighted by the red box. The hillshade is calculated from a digital elevation 
model with a cell size of 10 m for Austria and 5 m for Germany (Bavarian Agency for Digitisation, High-
Speed Internet and Surveying, 2006). Coordinates are given in ETRS 1989 UTM Zone 32N. Right: View from 
above down on the study site, including dolines, the assumed main shear zones of the upper part of the 
rockslide, the profile used for the numerical model and the transect for the electrical resistivity survey. (b) 
Network of geophysical and geotechnical measurements at the study site including reference to 
geomorphologic and anthropogenic features. The orthofoto is derived by UAV-based photogrammetry. (c) 
and (d) Shear zone SZ1 filled with ice or with fine material, exposed at the inner wall of dolines. (e) 
Intersecting main shear zones which delineate the unstable rock mass at the south-face of the Zugspitze 
summit crest: without (left) and with the potential failure volume (right).” 

 

 

RC: “l. 161: You give “results” in the setting chapter…” 
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AR: The setting chapter (Sect. 2.1) presents the study site and the various input parameters 
for the numerical model. As the majority of these parameters have been measured or 
collected in the course of this study, they are described as results.  
 

 

RC: “l. 177: all 2.4. is a result of investigations done for this manuscript (?)” 

AR: Yes, the new Sect. 2.1.3 (old Sect. 2.4) presents the results of investigations performed 
for this study. 

 

 

RC: “l. 225: 2.5. is a new part, and should probably be handled as such.” 

AR: The old Sect. 2.5 (new Sect. 2.1.4) contains a series of mechanical laboratory 
experiments to provide material parameters for the model. Therefore, the section forms part 
of the characterisation of the thermal and mechanical setting of the rock slope to be 
modelled. 

 

 

RC: “l. 339: Why is this an own chapter? This is part of the modelling?” 

AR: Do you refer to the old Sect. 2.5? Since this is still one part of the chapter in which all 
input parameters for the model are investigated and collected, it does not contain to the 
presentation of the model setup or the modelling procedure. For a simplification of the 
manuscript´s structure, we removed the titles of the two subsections  

“2.5.1 Frozen and unfrozen intact rock and rock mass” and 

“2.5.2 Frozen and unfrozen rock joints” 

,and assigned the text to the section “Mechanical properties”. 

 

 

RC: “l. 454: Avoid all sentences starting “as mentioned above…” 

AR: As proposed by the referee we deleted “as mentioned above” (l. 432): 

“We also remodelled the stability for 12 different dip angles of the fracture network with 
reference to the slope.” 

 

 

RC: “l. 557, discussion: This all start is a totally uncecessary summary. You can delete the 
whole page and start with 5.1.” 

AR: We deleted this page so that the discussion starts after a short introduction (l. 524): 

“5. Discussion 
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This study successfully simulated the mechanical response of a warming and thawing 
permafrost rock slope using a temperature-dependent numerical model. The following 
sections show the general limitations of the presented models and critically discuss the site 
specific model, the model of the generalised permafrost rock slope and its transferability to 
other high mountain conditions. 

5.1 Limitations  

[…]” 

 

The second and third paragraph of the old page 31 were shifted to the beginning of the 
discussion sections 5.2 (l. 574) and 5.3 (l. 617). 

 

 

RC: “652: The discussion should probably start with the limitations etc. It destroys a bit the 
flow of the discussion.“ 

AR: We shifted the chapter with the limitations to the beginning of the discussion. The new 
structure looks as follows: 

5. Discussion 

5.1 Limitations  

5.2 Stability assessment of the warming/thawing Zugspitze summit crest based on the 
factor of safety  

5.3 The stability of a simplified permafrost rock slope with rising temperature 

5.4 Transferability and implications for other field sites 

 

 

RC: “l. 725: The conclusions are far too long. 50% of the conclusions is a summary, in 
addition to some discussion points (e.g. l. 767). You can avoid repeating stuff and 
citing literature in the conclusion. You should show what your study has come up with.“ 

AR: Considering the suggestions of the referee, we removed references, discussion or 
summarising points from the conclusion. The revised conclusion looks as follows (l. 670):  

See author response above.  
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Response by the authors to the evaluations of referee 2:  
 

Dear anonymous referee,  

we thank you very much for your constructive and valuable suggestions and comments 
related to the content of the submitted manuscript. We carefully addressed all of them and 
listed the changes in detail hereafter.  

 

Philipp Mamot, on behalf of all co-authors 

 

 

 

RC = Referee comment 

AR = Author response 

 

 

RC: “The modelling approach used in this study is an uncoupled approach and thus the title 
and text are misleading. Regions with anticipated temperature and rock property changes are 
simply assumed and not modelled. While adjusting rock properties based on temperature 
changes is an appropriate assumption, a thermo-mechanical coupled approach (as claimed in 
the title and many times in the text) also requires modeling temperature propagation.“ Transient 
temperature and rock property changes may lead to completely different results and may also 
modify the hydraulic situation. A strongly simplified approach, as used in this paper, needs to 
be confirmed by truly thermomechanical coupled numerical simulations. The required 
confirmation has not been provided. Thus, the validity of the approach is highly questionable.” 
 
AR: We interpret the term “coupled thermo-mechanical model” differently. We refer to the fact 
that frozen and unfrozen bedrock material properties are included, assigned to specific regions 
in the model and changed due to warming. However, we acknowledge that the wording can 
be misinterpreted. Therefore, we renamed the title into  

“A temperature-dependent mechanical model to assess the stability of degrading permafrost 
rock slopes”. 

Accordingly, we also adjusted the wording in the text, for example (l. 70).. 

“However, no temperature-dependent mechanical numerical model has been developed yet 
which implements the deformation and strength reduction of permafrost bedrock and ice-filled 
discontinuities upon warming or thawing.” 

…or (l. 647)..  

“The general procedure for a temperature-dependent mechanical stability model (Fig. 1) can 
be applied to any warming or thawing permafrost rock slope.” 

The presented general approach for the set-up of the model and the modelling procedure (old 
Fig. 1) is formulated very generally. It can be easily applied to any degrading permafrost rock 
wall across the globe. However, consider that the model is temperature-dependent and not a 
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coupled one, and hence, does not require numerical thermal modelling. We proposed one 
specific way how this general approach can be applied to the rock slope at the Zugspitze 
summit crest. For instance, the conversion of the intact rock properties to those of the rock 
mass can also be performed by other techniques, like the Q-value. 

The presented model is the first numerical attempt to assess the mechanical response of a 
permafrost-affected rock slope to warming/thawing. As a consequence, it is impossible to 
account for all relevant input parameters and possible influences in the first study/article. It is 
certainly necessary to include hydrostatic pressures or a heat flow model, and to perform more 
laboratory tests on mechanical properties in the future. A short outlook is given at the end of 
the conclusions (l. 710): 

“…We are at the beginning of developing numerical models for the mechanical response of a 
rock mass to warming/thawing. Therefore, there is a huge potential for improvements. For 
instance, more mechanical laboratory tests are necessary to improve process understanding 
and to extend the number of frozen and unfrozen material parameters for modelling. Future 
numerical models should be based on further sensitivity analyses, or include water pressure 
or the creep of ice at lower displacement rates within the advanced stage of rock slope 
destabilisation. Time-dependent cycling is not yet implemented in most of the numerical 
models, neither it is in the presented ones. Hence, they are not suited to forecast a precise 
time of rock slope failure. Further, the spatial warming pattern for the Zugspitze model is 
simplified and based on a static temperature field derived from ERT, rock thermistors and 
published thermal models. For a more accurate characterisation of the warming pattern, future 
mechanical models should include a subsurface temperature field based on a combination of 
geophysics and a heat flow model for different time steps.” 

 

 

RC: “The black line in Figure 2b indicates the modelling cross section. The cross section ends 
in the steep rock slope south of the ridge. Thus, the modelling domain is certainly too small 
and boundary effects must be anticipated. A validation of the size of the model domain is not 
provided, but mandatory.” 
 
AR: We analysed the potential effect of a bigger model domain size due to additional model 
runs, and added a new paragraph in the list of limitations in Sect. 5.1 (Discussion) to account 
for this (l. 554): 

“- The size of the Zugspitze model domain was constrained to a local section of the rock 
slope ending in a steep part at the south-face. The model domain fully incorporates the 
unstable rock mass under investigation and thereby perfectly accounts for the simulated spatial 
conditions of the rock-ice-mechanical processes. To investigate the slope angle at the domain 
boundary, we rerun the model with a bigger domain size ending in a flatter section of the south-
slope (Fig. S6): the results demonstrated that a change in the size of the model domain does 
not significantly change the overall stability of the slope.” 

The corresponding information and Fig. S6 in the supplements are as follows (l. 294): 

“To analyse the influence of a higher disturbance factor D on the stability of the Zugspitze 
summit crest, D was changed to a maximum of 1. Accordingly, the mechanical parameters G, 
K, σtm, kn and ks reduced by a mean of 56 %. While the model results showed higher 
displacements, the factor of safety remained unchanged (Fig. S6). Further, we extended the 
model domain by 20 m to the right/south and by 20 m downward to test if the model results 
are affected by a bigger model domain which ends in a flatter slope (Domain B in Fig. S6). 
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Again, the model results demonstrated that the overall stability of the slope does not change, 
although the displacements are higher by a factor of 1 to 3. 

 

 
Figure S6: Influence of a bigger model domain and a higher disturbance factor D on the slope stability. Model domain A 
and D = 0 were used for the original Zugspitze model (Section 2). The topography of the Zugspitze (red line) was extracted 
from a digital elevation model in ArcGIS. 

…” 

 

 

RC: “The kinematic analysis suggests a combined planar sliding and wedge failure mode. 
What is dominant? Wedge failure cannot be analyzed in 2D models. Consequently, the results 
are unreliable.” 
 
AR: We added a comment in the text to make this point clear (l. 159): 

“The instability is driven by a complex combination of a plane and a wedge failure, though 
planar sliding is the dominant kinematic failure mode which affects the major left part of the 
unstable rock mass (Fig. 1a, Fig. 1e, Fig. S1). Planar sliding mainly occurs along shear zone 
SZ1, while wedge failure supports the displacement along SZ1/SZ3 including a tension crack 
SZ2 in the upper part of the slope instability. Two further shear zones (SZ4 and SZ5) form the 
assumed downslope boundary of the unstable rock mass in the lower slope sections. Planar 
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sliding can occur along SZ4 and SZ5, while wedge failure potentially enhances the failure 
process along SZ3 and the planes SZ4 and SZ5. 

The geophysical transect and the numerical model profile run along the stepped planar failure 
part of the unstable rock mass (shear zones SZ1, SZ4, SZ5; left part in Fig. 1e). Shear zone 
SZ1 (equivalent to K4) and shear zone SZ4 (corresponds to K1) were included in the numerical 
model (Fig. 3b) to allow simplification and a representation in 2D. We assume the slope 
instability to be significantly dominated by shear zone SZ1…” 

Note, the new Fig. S1 (supplements, l. 85) is identical to the old Fig. S3. However, the new 
Fig. 1 looks as follows (l. 108): 

 
Figure 4: (a) Left: Location of the study site (red box) in the Zugspitze summit area, ca. 60 m below the peak (2963 m 
a.s.l.). The red arrow points to the sliding direction of the unstable rock mass. The hillshade is calculated from a digital 
elevation model with a cell size of 10 m for Austria and 5 m for Germany (Bavarian Agency for Digitisation, High-Speed 
Internet and Surveying, 2006). Coordinates are given in ETRS 1989 UTM Zone 32N. Right: View from above down on the 
study site, including dolines, the assumed main shear zones of the upper part of the rockslide, the profile used for the 
numerical model and the transect for the electrical resistivity survey. (b) Network of geophysical and geotechnical 
measurements at the study site including reference to geomorphologic and anthropogenic features. The orthofoto is 
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derived by UAV-based photogrammetry. (c) and (d) Shear zone SZ1 filled with ice or with fine material, exposed at the 
inner wall of dolines. (e) Intersecting main shear zones which delineate the unstable rock mass at the south-face of the 
Zugspitze summit crest: without (left) and with the potential failure volume (right). 

…” 

 

 
RC: “The term “fracture displacement” is used in both the main body of the paper and the 
supplementary material. From the text it seems that linear strains (fracture opening) have been 
measured and no displacements (neither relative nor absolute displacements).” 
 
AR: No major openings have been observed along the fractures, so the major measured 
elongation of crackmeters went into displacements. 

 

 

RC: “The factor “D” in the GSI approach was set to zero, because no blasting was performed. 
Although the GSI approach is highly uncertain, it is clearly stated that in unstable rock slopes 
“D” equals 1.” 
 
AR: In spite of the referee´s suggestion to implement the factor D = 1, we decided to stick with 
D = 0. To comment on this, we included a new short discussion point in Sect. 5.1 – Limitations 
(l. 542): 

“[…] Fourth, a standardised recommendation for the disturbance factor D for an unstable rock 
slope (without blast damage) does not exist; such a recommendation should be validated 
numerically and include a classification of various degrees of instability. Therefore, D was set 
to 0, but the potential influence of a higher D on the slope stability was analysed due to 
additional model runs with the geometry of the Zugspitze crest (Fig. S6); a modified D 
approaching 1 leads to higher displacements but the factor of safety remains unchanged.”  

Fig. S6 and the related information are presented in another author response above. 

 

 

RC: „Many rock properties are derived indirectly, although laboratory tests have been 
performed, which allow a direct determination of static rock properties (e.g. Young’s modulus 
and Poisson`s ratio, the normal/shear stiffness and shear resistance of fractures).” 
 
AR: The determination of the joint normal/shear stiffness and the joint residual friction angle 
require own complex/extensive laboratory studies which are definitely beyond the scope of the 
presented article. The shear resistance of ice-filled joints was tested in the laboratory studies 
by Mamot et al. (2018, 2020). The Young´s modulus and Poisson`s ratio could have been 
derived directly as static properties. However, we used another common and well introduced 
standard technique (indirect, non-destructive) to derive them. 

 

 

RC: “The primary aim of the model is on stability considerations, where elastic properties are 
typically irrelevant. This can easily be shown in a simple numerical study. Instead, assumptions 
are made for defining elastic properties, which are not valid. For example, it is assumed that 
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the ratio E/G is analogous to kn/ks. There is no theoretical justification for such an assumption 
(this is also stated in the cited paper).” 
 
AR: It is true the elastic properties are not the most important values for the presented 
numerical calculation, but as we had laboratory values for them we decided to include them 
(since they are required as input parameters in UDEC).  

The assumption for the derivation of the joint normal and shear stiffness kn and ks (with 
reference to the paper of Kulatilake et al., 1992) was removed from the text. Further, the text 
was modified as follows (l. 299):  

“…In UDEC, the deformability and strength of rock discontinuities were simulated by the Mohr-
Coulomb area contact constitutive model. Rock joint parameters for ice-free and ice-filled joints 
were considered in the presented stability analyses. The deformability of the joints is described 
by the joint normal stiffness kn:  

𝑘𝑘𝑛𝑛 [𝑀𝑀𝑀𝑀𝑀𝑀/𝑚𝑚] =  𝐸𝐸𝑚𝑚 ∗ 𝐸𝐸
𝑠𝑠 ∗(𝐸𝐸 − 𝐸𝐸𝑚𝑚) 

        Eq. (6) 

and the joint shear stiffness ks: 

𝑘𝑘𝑠𝑠 [𝑀𝑀𝑀𝑀𝑀𝑀/𝑚𝑚] =  𝐺𝐺𝑚𝑚 ∗ 𝐺𝐺
𝑠𝑠 ∗(𝐺𝐺 − 𝐺𝐺𝑚𝑚) 

        Eq. (7) 

where s is the joint spacing (m), Em and E are the Young’s moduli (GPa) for rock mass and 
intact rock respectively (Barton, 1972) and Gm and G are the shear moduli (GPa) for rock mass 
and intact rock respectively (Glamheden and Lindblom, 2002; Itasca Consulting Group, 2019). 

The determination of kn and ks is consistent with Barton (1972) and the official UDEC manual. 
The presented equation for ks was, for instance, also used in the study by Glamheden and 
Lindblom (2002).  

 

 

RC: “Saturation plays a major role on how the rock properties changes with changing 
temperature. I strongly doubt that assuming saturated rock mass conditions in a steep alpine 
ridge is valid. The natural saturation degree should be measured before performing laboratory 
tests on frozen samples and should be documented for all test specimens. The influence of 
the saturation degree and loading rate on the rock properties needs to be analyzed.“ 
 
AR: The paragraph on the saturation degree of the tested rock samples (in the supplementary 
material, Sect. 6.1.1 – Preparation of the rock samples, l. 180) was modified to comment on 
this point: 

“We assume the rock mass of a real-world rock slope to be close to a saturated state. 
Therefore, we tested the rock samples in a frozen saturated and unfrozen saturated condition. 
For this, they were kept in a water bath for at least 48 h (DIN EN ISO 13755, 2002). The 
samples were regarded as nearly saturated when successive mass determinations yielded 
values varying less than 0.1 %. Frozen conditions were achieved by freezing saturated rock 
cores at -28 °C in a cooling box for at least 48 h.  

A natural rock slope is expected to be nearly water-saturated for the following reasons: (i) 
While near surface rock saturation fluctuates highly due to meteorological influences like 
precipitation, wind or insulation, the rock moisture in depths greater than 15 cm remains 
unchanged; here, it ranges between approximately 75 and 90 % dependent on the rock type 
and its porosity (Rode et al., 2016; Sass, 2005). (ii) The successful application of ER surveying 
in permafrost bedrock in the presented study (Section 2.1.3) and in many others confirm that 
the investigated rock slopes are saturated, since this technique only works well in saturated 
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rock: (a) In rocks with a high degree of water saturation, electric current can be propagated 
due to electrolytic conduction. The DC conductivity of porous or fractured subsurface matter 
highly depends on saturation of the pore space and conductivity of the pore fluid (Supper et 
al., 2014; Telford et al., 1990). (b) The detected large ranges in electrical resistivity indicate a 
high degree of water saturation, since only water-saturated rocks can show a significant 
difference in conductivity/electrical resistivity when switching from the unfrozen to the frozen 
state, or vice versa (e.g. Mellor, 1973). Accordingly, water-saturated rock samples are 
recommended to be used for the laboratory calibration of the electrical resistivity of frozen and 
unfrozen rock for ERT in rock walls (Krautblatter et al., 2010).” 
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