
Global response highlighting the main modifications to the paper 1 
 2 
Note: in the following : black = referee’s comment, red : quote by referee 2 from our previous answer to 3 
referees, BLUE= our new answer. We refer to lines and sections of the revised MS with track changes. 4 

Dear Editors and referees, 5 
 6 
We thank both referees for the time and attention spent in evaluating again our work, and the editors for 7 
handling and MS. Here is a synthesis of our actions following the previous round of reviews: 8 

 All comments by referee 1 has been addressed, with answers to these along each of referee 1’s 9 
comments in the pdf he provided. 10 

 In response to referee 2’s comment we have significantly improved our workflow which resulted in a 11 
new element in the MS dealing, mainly, with the treatment of false detections. We believe these 12 
additions, which do not alter our main conclusion, but rather strengthen them will answer the main 13 
issues that referee 2 raised. We also addressed minor comments (old ones and new ones) that we 14 
thought were fully relevant to the MS, and were helping its readability. Old ones are answered in this 15 
document; new ones are answered directly on the pdf file the referee provided. We are extremely 16 
thankful to referee 2 for his detailed and extensive review. His persistence has challenged us, but we 17 
think that the level of detail or extra work that he requests is sometime unnecessary, and would 18 
hamper the readability of the MS. So not all his comments have resulted in change to the text, and we 19 
have tried to explain why. The length of his reply has been also a challenge to account for, and actually 20 
writing the response to reviewer has been indeed, more complex, than revising the MS itself, while it 21 
should, generally be the opposite! 22 
 23 

We synthesize below the major modifications made to the MS. They are presented in greater detail attached to 24 
the comment of referee 2 with line number referring to the MS with track changes. 25 
 26 
We have made 4 significant improvements to our workflow and demonstration: 27 

1. The M3C2 algorithm has been improved on two aspects:  28 
a. the uncertainty model accounting for point cloud roughness, point density and registration 29 

error (LoD95%) adheres more strictly to the two-tailed t-statistics when the number of points 30 
intercepted by the projection cylinder is smaller than 20, resulting in the LoD95% being up to 31 
46 % larger in the lowest point density area (see L259). This model was originally presented in 32 
Lague et al. (2013) but simplified by using a constant value of 1.96 for the t-statistics. This 33 
slightly reduces the fraction of surface detected as significant change before segmentation. 34 
This has a marginal effect on the end result, but is more statistically robust when working 35 
with low point density data such as the pre-EQ lidar survey. 36 

b. a new iterative procedure detects the rare cases for which the projection cylinder could 37 
intercept twice the same point cloud, for instance in very narrow valleys or near ridges. If not 38 
corrected, the M3C2 distance was incorrect and would generally indicate a significant change 39 
when there was not. The iterative procedure checks for the consistency of the M3C2 distance 40 
for various cylinder depth (see L238).  41 

The combination of these 2 changes results in 1118 potential landslide sources after segmentation 42 
compared to 1270 in the previous version of the MS. These changes to the algorithm will be 43 
implemented in a new version of the M3C2 plugin in Cloudcompare that will be released when the 44 
paper will be published. 45 
 46 

2. A manually labelled 3D source inventory corresponding to 66 % of all potential landslide sources has 47 
been created with 2 classes: true landslide sources (384) and false detections (355) (fig 6c) (see new 48 
method section 3.5, L475). The labelling and interpretation was done using orthoimagery, the 3D 49 
M3C2 field (to identify nearby deposits) and detailed inspection of the point cloud. The sampling 50 
strategy was as follow: all clusters larger than 200 m² were labelled (as they are the most important in 51 
terms of volume). The remaining smaller clusters were labelled through stratified sampling ensuring a 52 
uniform spatial distribution and no area bias. All area intervals below 200 m² have 60 % of the clusters 53 
labelled to avoid impacting the scaling behavior of pdf(A) and the occurrence of a rollover. This 54 
labelled source inventory is used as follow: 55 



a. to quantify the prevalence of false detections in the inventory immediately after 56 
segmentation (section 4.2.1, Fig. 6,7) and evaluate their potential impact on scaling 57 
properties if they are not properly removed (section 5.3.2 of the discussion, fig. 14a). We 58 
document, as expected by referee 2, a prevalence of false detections decreasing with size. In 59 
forest free areas, the prevalence of false detections is relatively low (24.4 %) and corresponds 60 
to correlated elevation errors of the LiDAR data due to intra-survey lidar errors and inter-61 
survey registration error. In forested areas, false detections dominates the inventory (80 %) 62 
due to ground classification errors in the pre-EQ data. As explained in the method section 2 63 
(L171) we did not try to further improve the ground classification of the pre-EQ data because 64 
(i) we think it is important to clearly highlight the issue which is expected to be frequent in 65 
legacy LiDAR data of steep hillslopes with dense evergreen forest and low shot density, and 66 
(ii) we do not think the classification can be further improved because laser penetration in 67 
the forest was too poor to correctly identify the ground  68 

b. The labelled source inventory is used to evaluate the performance of filtering metrics (section 69 
4.2.2 & 4.2.3) we apply to create the final inventory on which we compute total volume and 70 
geometric characteristics of landslide sources (see point 3 below)  71 

c. The labelled source inventory is used as a reference case for statistics on landslide sources 72 
(pdf(A), pdf(V)) which are unambiguously true labelled landslides, as opposed to predicted 73 
one (in which a small fraction of false detection may remain). It is thus used in 3 figures (11a, 74 
11b, 14a) 75 

3. A new filtering metric is introduced: the closest deposit distance (CDD), calculated along the 76 
downslope distance of any potential landslide. Along with other metrics derived from M3C2 and 77 
computed for each landslides (fig. 8), we use the labelled 3D source inventory to show how to obtain 78 
an optimal balance between preservation of true landslide sources, and removal of false detection. 79 
We show that the CDD in combination of the SNR is a very effective way of filtering out false 80 
detections while retaining a very large amount of true landslide sources in forest free areas (table 2, 81 
balanced accuracy = 0.93). In forested area, the results are slightly worse (balanced accuracy = 0.8, 50 82 
% of true landslide are preserved, 94 % of false detections are removed) owing to the poor quality of 83 
the pre-EQ data classification. We also demonstrate that after filtering, false positives do not exhibit a 84 
size dependency in forest-free areas and only a weak size-dependent effect in forested area, so that if 85 
a rollover where to exist at those areas in the real landslide data, it would be largely preserved and not 86 
obscured by the increased occurrence of false positives (fig. 7, section 4.2.1). Finally, deposits, which 87 
we recall are not the core of our study, and have thus not be manually labelled, are filtered after the 88 
sources, using as condition that a true deposit must be connected to an upstream valid source (L538).  89 

4. A new predicted inventory has been calculated based on the optimal filtering metrics, and 90 
represents the reference landslide source inventory that we use for total volume calculation (source 91 
and deposits) and source statistics. 92 

 93 
Consequently the main changes in the organization of the MS are: 94 

1. The issue of false detection is presented in the abstract (L17-21) and in the introduction to emphasize 95 
the critical importance of accounting for these issues (L140-145) 96 

2. Method section: 97 
a. A more extensive presentation of error models in relation to comment MC1 of referee 2 and 98 

the new elements of the M3C2 algorithm has been added in the method section (section 3.1, 99 
L245-292)  100 

b. a new section presenting the treatment of false detection has been added (section 3.5, L 475) 101 
with the following sub-sections: section 3.5.1 : Construction of a labelled inventory, 3.5.2 102 
Definition of filtering metrics, 3.5.3 Definition of a classification performance index. The 103 
nature and type of false detection that can occur with topographic change detection applied 104 
to landslide detection is described (section 3.5 fig 5). Figure 3 presenting the workflow has 105 
been revised to further highlights the treatment of false detection AFTER the segmentation. 106 

3. Result section:  107 
a. section 4.1 is now restricted to the presentation of the result of the segmentation before the 108 

application of filtering metrics. Figure 6 presenting the map views of 3D distances and 109 
segmented data has been recalculated to reflect the results of the new M3C2, the significant 110 
change map with the map of forested area (to answer one of the request of reviewer 2) as 111 
well as the significant change corresponding to the river bed. Fig. 6c is actually new: it 112 



presents the labelled dataset, the unlabeled data and the deposits. It allows the reader to see 113 
the location of labelled false detections. We have added a detailed view at each of these 114 
steps for the reader to better understand the segmentation and filtering of small landslides in 115 
forested area. The final inventory on which we perform statistical analysis, is now in a 116 
dedicated figure 9. 117 

b. An entire new section 4.2 Removal of false detections and the 3D predicted inventory (L631) 118 
has been added with 2 new figures: fig 7 presents the proportion of false detections before 119 
and after filtering as a function of landslide area. Fig. 8 shows the cumulative distribution 120 
functions of filtering metrics for labelled landslide sources and false detections. Section 4.2.2 121 
Optimal filtering metrics explores the best combination of filtering metrics. A new table 2, 122 
synthesizes the results. Figure 6 of the previous MS (selection of the optimal SNR) has been 123 
removed.  Section 4.2.3 The 3D predicted inventory summarizes the characteristics of the 124 
predicted inventory we obtain after application of the filtering metrics, with a dedicated new 125 
figure 9 showing the map of predicted true landslide sources and deposits and the predicted 126 
false detection and a new table 3 summarizing the number, area, and volume of predicted 127 
sources and deposits, and predicted false detection (sources and deposits). 128 

c. The subsequent part of the results (4.3 comparison with the 2D inventory, 4.4 Landslide 129 
sources area, depth and volume analysis) use the predicted landslide source inventory 130 
containing 433 sources as opposed to 524 sources in the previous version of the MS. 131 

d. A hillshade has been added to figure 10c to better highlight the presence of retrogressive 132 
scars in the forested area coherent with the pattern of deformation we detect (to reflect a 133 
comment by referee #1).  134 

e. Figure 11 has been updated with the new inventory and comments by referee 2 regarding 135 
centered bin in X axis (as in all figures now), comparison of depth/area with the relationships 136 
predicted by Massey et al. and Larsen. The pdf(A) of the new predicted inventory is extremely 137 
similar to our previous MS version. We have added the labelled sources data to the pdf(A) 138 
and pdf(V) which follow almost exactly the same trends than the predicted inventory sources. 139 
With this new manually labelled data, the lack of rollover above 20 m² in the 3D inventory is 140 
confirmed. The new inventory has only 4 points below the 3D minimum volume, and the 141 
mean-depth/area data no more hints at the existence of two trends in the D-A relationship. 142 
We have thus remove these elements from the MS.   143 

4. The discussion has been slightly reorganize with a new section 5.2 . “Benefits of the 3D-PcD approach 144 
to create landslide inventories” where we have centralized most of the aspect pertaining to the 145 
comparison with 2D inventories. A new section has been added dedicated to discussing the results of 146 
the false detections (section 5.1.3 False detections and filtering metrics) 147 

 148 
Other minor changes: 149 

 2D-sources areas are calculated and are now estimated in the same way than the 3D method (sum of 150 
core points) so that both source areas can be correctly compared. This slightly reduces the 2D-source 151 
areas (from 149,039 m² to 146,641 m²). Moreover, the maximum 2D source area of 40,679 m² was a 152 
mistake and has been corrected in the new version of the MS."  153 

 The new p(V) shows hint of a rollover above the theoretical lower limit of volume detection. We have 154 
updated this part of the discussion (section 5.3.3) 155 

 156 
To facilitate the review process, we synthesize here our answers/modification in response to the outstanding 157 
main comments of referee 2 that he considered were not properly answered. More detailed answers are 158 
provided in the point by point response to reviewer 2. 159 

1. MC1: Clearer definition of 1) landslides (i.e. what the inventory includes) and 2) what your inventory 160 
can and cannot be used for. We have changed the text in the introduction and discussion following 161 
some of the referee recommendations.  162 

2. MC2: Elevation errors need to be better quantified and more thoroughly discussed 163 
 New elements in the MS on elevation errors (including classification errors) and how they may 164 

generate false detections due to spatially correlated errors. We also explain why elevation errors 165 
cannot be precisely quantified with the limited information we have. We also better explain our 166 
choice of a uniform registration error and the actual formulation of the LoD95% 167 

 We use our new labelled 3D inventory to demonstrate that the base inventory contains a 168 
significant fraction of false detections due to the above correlated errors with a larger prevalence 169 



in forested due to classification errors.  This highlights the importance of developing filtering 170 
procedures after the segmentation to remove as much of these false detections as possible. 171 

 The discussion has been expanded to emphasize the importance of developing better elevation 172 
error models, the importance of point density and laser penetration for ground detection in forest 173 
area and the importance of post-segmentation filtering to remove false detections. 174 

3. MC3 : Segmentation results in amalgamation but don’t quantify its extent or impact : we have slightly 175 
changed the MS in the discussion to further highlight the complexity of amalgamated landslides that 176 
the 3D inventory exhibit. However, we consider that we have adequately answered this point in the 177 
previous iteration, even if it is not to the satisfaction of the referee, by showing that no current state 178 
of the art 3D segmentation approach manages to correctly segment complex amalgamated landslides, 179 
nor does the 2D inventory. As explained in our previous answer, even if we were to provide a manual 180 
segmentation, it would be highly subjective such that its relevance would be equally as questionable 181 
as the automated segmentation. Our MS was already emphasizing strongly the need to develop better 182 
3D segmentation approaches, but also demonstrating that the current limitations are not impacting 183 
the total volume, nor the lack of rollover in the 3D data. 184 

4. MC4 : Topographic errors propagate through segmentation to introduce a bias towards small 185 
landslides. Existing experiments to quantity this bias are insufficient. The reviewer was correct: the 186 
new addition of a manually labelled 3D inventory covering 66 % of the raw source inventory show that 187 
correlated elevation errors do produce a significant amount of false detection with a bias towards 188 
small landslides. This is something we were not able to properly quantify in the previous version of the 189 
MS, even though the SNR was already a good way to get rid of false detections in forest-free areas. 190 
The addition of the labelled dataset allows us to properly demonstrate that our filtering approach 191 
removes a large fraction of the false detections and that there is no bias left towards small landslides.  192 

5. MC5: Findings that differ from previous work. We have addressed all outstanding comments raised by 193 
the referee when we deemed they were relevant. 194 

6. MC8: Landslide object detection needs to be tested against an independent dataset. The new 195 
manually labelled 3D inventory and its exploitation answers the referee comment 196 

 197 
 198 

Response to Referee 2 – David Milledge 199 

All the text from Referee 2 is included below. Because the new very detailed review of referee 2, adds to 200 
another detailed review, I (D. Lague) must admit that never in my life as a scientist or associate editor did I 201 
have to write or supervise a response to reviewer that is so long and complex. The way referee 2 responds by 202 
quoting us then adding new elements makes it extremely complex to answer concisely, and not turn our 203 
response into a discussion forum which is not the point of a review. Also, we feel that referee 2 has difficulties 204 
accepting that our work has limitations. We consider that there are limits to the details and additional work a 205 
referee should request for a paper that he otherwise qualifies as excellent. We have stated where we 206 
considered that this threshold was crossed 207 

 208 
This is an excellent paper that makes at least two significant contributions. The first is methodological, 209 
detailing a method with which to robustly determine topographic change over large areas that include steep 210 
slopes. The second is substantive, demonstrating that the size distributions (volume and area) and geometric 211 
scaling relationships for landslides differ from those previously found for landslides. The authors have 212 
considerably improved the manuscript since my last review. However, there are a number of major and 213 
minor comments from my previous review that have yet to be fully addressed. Below I have retained only 214 
these comments and explained (in bold) why I feel that they remain unaddressed. I have also made minor 215 
comments on the new draft of the manuscript by commenting on the PDF. 216 

The workflow that you have introduced has great potential to improve the quality of landslide inventories. 217 
The paper is a significant and rigorous contribution because it: 1) introduces the workflow for a suitable 218 
case study, 2) shows that the workflow improves on alternative 3D methods and can detect landslides not 219 
detectable in 2D methods; 3) highlights common errors in 2D methods that have been proposed but rarely 220 
demonstrated, and 4) demonstrates for the first time that you can calculate a volumetric budget for 221 
landslide derived topographic change without the need for volume-area scaling relationships which are 222 



known to (and which you show) introduce considerable uncertainty. It also opens up a discussion about 223 
what constitutes a landslide and how this differs from the things that we currently map, whether in 2D or 224 
3D.  225 
I agree with you when you say in your response that “despite its limitations, it currently represents the state of 226 
the art in terms of 3D landslide detection and landslide inventory creation”. This is an excellent methodological 227 
contribution and I have only very minor comments on presentation of the paper in relation to this aspect of 228 
the work. As a methodological contribution I agree when you say that: “Scientific research is incremental, and 229 
we fully expect that our workflow will be improved in coming years by others, as it was the case for 2D landslide 230 
inventories. In relation to this, it is excellent that you: “provide all the elements (code, data) for other 231 
researchers to apply the workflow and reproduce our results, or apply the workflow to their data.” The reason I 232 
am so demanding of the checks you apply to the 3D method relative to the 2D method is that the flaws in 233 
the 2D method are relatively well rehearsed in the literature but you are presenting the 3D method as a new 234 
(and better) technique. To do so you must demonstrate that this is the case. 235 

We think the new additions demonstrate that this is the case. 236 

However, I strongly disagree that you “clearly demonstrate, at least in our study case, that the rollover in the 237 
pdf(A) observed in our 2D inventory but not in the 3D one, is due to a size-dependent under detection in 2D.” I 238 
disagree because I think that non-trivial errors remain in: 1) the detection of small landslides, where some 239 
false positives remain due to spatially correlated errors; and 2) defining the boundaries of landslides, where 240 
automated segmentation continues to result in amalgamation. I know that I come to this with a bias: I have 241 
interpreted my own field observations as indicating a rollover in landslide size and have developed 242 
theoretical explanations for that rollover. So I am probably resistant to the idea that landslide size 243 
distributions lack a rollover. I’m trying to avoid this bias but may not manage it. 244 

We too have come up with a theoretical model for the origin of the rollover (Jeandet et al., 2018) and the 245 
results we show in this paper largely contradict these. We do not look specifically for controversy: we try to be 246 
as rigorous as possible given the data we have and processing tools we have developed. The referee himself 247 
acknowledges that our approach is rigorous. It is even more rigorous now, but the results we obtain are 248 
essentially the same. We are however extremely worried that the referee acknowledge himself he has a 249 
potential bias in assessing our work. As for the 2 issues raised by the referee: 250 

1: we answer to this point in details in section MC2/MC4 of the present response: our new additions should 251 
clear things up for the referee.  252 

2: this point was highlighted in the new discussion of the previous version of the paper and the answer to the 253 
reviewer (we again answer to this in detail below). In essence, we fundamentally disagree with the referee, and 254 
as explained before, the lack of a rollover is not due to the segmentation approach as amalgamation tend to 255 
limit the number of small landslides and favor the occurrence of a rollover (something that can be hinted at in 256 
figure 14c as Dm is increased). It obviously impacts the scaling exponent for large landslides, a fact that we 257 
illustrated in the MS, and still illustrate in fig. 14c. We made very clear in the previous version of the MS that 258 
our segmentation approach was far from perfect, and we are certainly not trying to hide this fact under the 259 
carpet ! 260 

 261 
You could easily address my outstanding major concerns by softening your claims. For example, you say in 262 
your response: “its application in comparison with a 2D landslide inventory shows that landslide under-263 
detection in image based inventories is extremely prevalent in our study area”. I broadly agree but I would say: 264 
1) that the comparison “suggests” rather than “shows” because you cannot identify which inventory is in 265 
error only argue which is more probably the source of the error; and 2) that the under-detection is “present” 266 
rather than “extremely prevalent” because you can argue that it is very likely that some of the size-267 
dependent bias between inventories is extremely likely to be due to 2D under-detection but some is also 268 
extremely likely to be due to 3D over-detection and you cannot currently identify their relative share. 269 

Two of your key conclusions (stated in the abstract) are that the manually mapped 2D inventory “severely 270 
underestimates total area and volume” [L20] and that there is “a systematic size-dependent under-detection 271 



in the 2D inventory” [L24]. However, both these statements are underpinned by an assumption that the 3D 272 
sources are correct (i.e. the ground truth) such that differences between them and the 2D inventory are 273 
attributable to error in the 2D inventory. This assertion needs to be justified in the paper but it is not at 274 
present. Instead you consistently assert and assume that in cases where the two inventories differ it is the 275 
3D inventory that is correct. 276 

Following the reviewer requests we have soften some of our claims (see detailed comments). However the 277 
addition of a manual labelling of a large fraction of the 3D dataset allow us to better support our claims when it 278 
comes to the comparison between the 2D and 3D inventory. In particular, we can now better demonstrate the 279 
systematic size dependent under-detection because we obtain a similar tendency (fig. 15) if we use the labelled 280 
3D sources or the predicted 3D inventory. We do not (and did not) claim that the 3D dataset was completely 281 
exhaustive, as we showed that it misses some of the landslides detected in 2D, and it cannot detect landslide 282 
smaller than 20m² while the 2D inventory can.  283 

Another key conclusion of the paper is that the 2D size distribution has a rollover whereas the 3D 284 
distribution does not and that this is due to missed landslides in the 2D inventory. However, it is not clear 285 
that this is a fair comparison. The rollover is detected in the manual mapping on the basis of a reduced 286 
frequency of landslides in the smallest class 13-20 m2, relative to the class 20-31 m2 (which is the modal 287 
class). This smallest class is below the lower limit of detection for the 3D method. If you enforced a single 288 
consistent lower size limit for your analysis and censored all landslides smaller than this limit for both 289 
datasets then I don't think you would conclude that the manual mapping displayed a rollover. Note, that the 290 
x-axis values for the size distributions in Figure 8 are lower bin limits not central values this is potentially 291 
confusing and should be adjusted. 292 

First, we now use central bin values as suggested by the reviewer, as opposed to the lower bin limit for all 293 
graphs. For the pdf(A) (fig.11a), it results in an even clearer rollover of the 2D labelled inventory as the first two 294 
points shows an increase in frequency with size. Second, it seems important to show that the 2D approach has 295 
a higher resolution than the 3D, and thus we do not see why we should censor this graph to the same 296 
minimum value than the 3D data. However, it is fair to say that we cannot state that the 3D data lacks the 297 
rollover that the 2D data exhibit. The only rigorous and strict conclusion is: if the 3D data were to exhibit a 298 
rollover if would be for sizes smaller than 20 m², a value much lower than any of the previously published 299 
values (see review by Tanyas et al, 2019). We have modified the text (in places highlighted by the detailed 300 
comments of the reviewer) to make things clearer in particular in the discussion section 5.3.2. 301 

I think you make one further important finding that you could highlight in the abstract: you demonstrate the 302 
variety of types of topographic change that occur in response to an earthquake and show that existing 2D 303 
landslide mapping captures only a small part of that range.  304 

Indeed, and we have added a sentence relating to that in the abstract (L38)  305 

Your results prompt questions about what constitutes a landslide within these landscapes and how we 306 
should delimit them. This is particularly important for size distributions because the way that you define 307 
both your term landslide (to say what is in or out of the class) and the boundaries of your landslide in space 308 
on the basis of post failure observations will differ depending on the motivation for examining them. For 309 
example, your point on L420 highlights the complexity of mapping post-earthquake topographic change and 310 
relating it to processes. Should subsidence / retrogressive slumping upslope of a catastrophic landslide be 311 
included within the same source zone? Is this one landslide or two? The processes and perhaps even the 312 
timing of movement are quite different. But it is a very important point that these movements will not be 313 
captured in conventional inventories though there is widespread recognition of the processes you discuss 314 
based on field reconnaissance. 315 

This is a very interesting comment. It addresses the question of the subjectivity of landslide delineation that 316 
makes automated landslide segmentation even more complex. We do not know if this comment was a request 317 
for further modification of the MS, or just a general comment. 318 



In the following, to avoid adding further comments to our previous comments lacking line numbers, we have 319 
added in blue and bold line number that were missing. These line number refer to the new version of the 320 
manuscript with tracked change. 321 

 322 
MC1) The paper needs to more clearly define: 1) landslides (i.e. what the inventory includes) and 2) what 323 
your inventory can and cannot be used for.  324 
Early on you introduce the idea that there are different landslide processes (L43, “process specific”) but you 325 
don't follow this logic through into your results. Instead, your analysis may contain an implicit definition of 326 
landslides as all processes responsible for surface change that cannot be attributed to fluvial processes (L217-327 
9). You certainly need to make this definition of landslides explicit in your introduction.  328 
The introduction needs a much clearer explanation for what you expect the inventory to be useful for. If it is for 329 
understanding landslide mechanics then it is essential that you make an effort to distinguish individual 330 
landslides on a mechanistic basis (see MC3 on amalgamation). If that is not an expected application of the 331 
inventory you should say so, otherwise there is a real risk it will be misapplied.  332 
Appropriate uses of the inventory (e.g. volume estimation or landslide mechanics) depend not only on its 333 
purpose but also on entry criteria into, and distinctions within, the inventory. Non-fluvial surface change that 334 
might result from earthquake shaking includes: tree-throw, ravel, rockfalls and slides, slow earthflows, rapid 335 
soil slides and debris flows. The processes responsible for these surface changes differ from one another to 336 
varying degrees. If there is no distinction between them this precludes the inventory’s use in analysis of landslide 337 
mechanics and therefore prediction. It allows comment on correlation e.g. of volumes and areas of change, but 338 
makes it extremely difficult to make any inference about causation. It also opens the work to the criticism that 339 
the bulk statistics mask important differences in behaviour between processes. For example: the differing size 340 
distributions for rockfalls (where others have reported no detectable rollover) and landslides (where there 341 
usually is). 342 
We added the following definition of what we consider as “landslide” in the introduction of the manuscript 343 
(L.127): “We use the generic term of “landslide” to define the spatially coherent changes detected by our method 344 
on hillslopes that result in at least several decimeter erosion (i.e.,scars or sources) or deposition”. The discussion 345 
now features an entire paragraph (L596) addressing the various type of landslides that can be detected by our 346 
approach. The aim of this paper is not to better understand landslide mechanics as we cannot confidently identify 347 
the different landslide processes we detect. We are mainly interested by the estimation of co-seismic volume and 348 
to overcome issues such as under-detection and amalgamation on volume estimation. The introduction now 349 
clearly integrates these two problematics. We also believe that the new filtering approach that we introduce, 350 
which results in 3 time less landslide sources compared to the initial MS, results in a much more robust 351 
inventory.  352 
RE: definitions. Simply defining landslides as decimetre scale change not due to fluvial processes is 353 
accurate but will be a very unusual definition to the reader. You can help them to see that your definition 354 
of a landslide is consistent with theirs by adding a little more explanation and I think that would be very 355 
worthwhile.  356 
Crozier suggests that: “The three most widely used classifications involving landslides (Sharpe, 1938; 357 
Varnes, 1958 and 1978; Hutchinson 1988) separate ‘mass movements’ (Fairbridge, 1968) into two categories: 358 
subsidence (which is the vertical sinking of material-see entry on Land Subsidence) and those movements that 359 
occur on slopes. These’ slope movements’ are then usually divided firstly into ‘landslides,’ as defined above, 360 
and secondly into the slower, more widespread and ill-defined movements such as ‘creep,’’ sagging,’ and 361 
‘rebound.” The landslide definition that he refers to is: “the downward or outward movement of a mass of 362 
slope-forming material under the influence of gravity, occurring on discrete boundaries and taking place 363 
initially without the aid of water as a transportational agent.”  364 
Crozier M.J. (1999) Landslides. In: Environmental Geology. Encyclopedia of Earth Science. Springer, 365 
Dordrecht. 366 

I think you can make the case that most of the change that you detect can be classified as landslides 367 
following the definitions of Sharpe (1938), Varnes (1958, 1978), Hutchinson (1988), and Crozier (1999). But 368 
you need to make that case. If you explain the timescale over which the change occurs and the spatial limits 369 
of detection that you will ultimately impose then you can argue that everything that you detect should fall 370 
within the class of landslide. It would help your later discussion if you gave a summary of what that might 371 
include (e.g. slides where the failed material is entirely removed from the source zone and those where 372 
movements that are small relative to the length of their failure surface). It would also help to explain which 373 
non-fluvial mass movement processes are not detected, particularly: tree-throw, ravel and other forms of 374 
creep (because the movements are either too small, too localised, or too slow). 375 



First we note that the definition of what constitute a landslide is highly variable (e.g., Tanyas et al., 2019), and 376 
that referee 1 did not have any trouble with the definition we propose. Authors publishing 2D inventories of 377 
landslides generally use a very loose description of “what’s measurable” in terms of optical difference on 378 
hillslopes. While we can understand the need for the referee and some readers to place our results in the 379 
framework of existing classifications, we think that some of these classifications were based on a descriptive 380 
approach which favored highlighting the heterogeneity and peculiarity of sites, while in the end a landslide can 381 
be described simply as a large amount of earth and rocks falling down a cliff or the side of a mountain (Collins 382 
dictionary). We do not want to err too much on the descriptive side of things in the introduction and prefer to 383 
stick with a simple definition on which we elaborate during the discussion as a function of our observations.  384 
Because we now use the proximity of deposits in the manual labelling and through the CDD, and because the 385 
signal we measure is topographic change which can corresponds to both erosion and subsidence, we have 386 
updated this definition in the introduction as follow (L127 to L138): 387 

“We use the generic term of “landslide” to define the spatially coherent changes detected by our 388 
method on hillslopes that result in at least several decimeters of negative topographic change  389 
associated with a downstream positive topographic change. Patches of negative (resp. positive) 390 
topographic change are called sources (resp. deposits) and correspond to erosion (resp. 391 
sedimentation) or subsidence (resp. accumulation). This definition therefore includes all the types of 392 
mass wasting processes involving the downward or outward movement of soil, rocks and debris under 393 
the influence of gravity, occurring on discrete boundaries and taking place initially without the aid of 394 
water as a transportational agent (Crozier, 1999)” 395 
We have embedded the definition of Crozier and reference to Crozier as suggested by the reviewer. 396 

The variety of landslide processes that we capture is discussed in section 5.2.1 and underlined in the abstract 397 
(L30) and conclusion (L1297). 398 

It would perhaps also be worth saying that this definition differs from those commonly (implicitly) applied 399 
in 2D landslide inventories derived from satellite imagery since these rarely (or incompletely) capture 400 
slides where material is displaced by only a fraction of the failure surface. These inventories are censored 401 
by their ability to detect change from image properties and thus rarely capture rockfall source zones. The 402 
same censoring results in under-sampling of small landslides, landslides in bare or sparse vegetation and 403 
landslides obscured by forest canopy because these can’t be confidently identified. 404 
 405 
This is a very good point, but we think that stating this in the introduction would probably be confusing, because 406 
most readers will have no idea of what the 3D topographic differencing actually generate. We have added the 407 
following sentence in the discussion section 5.1.3: 408 
“These inventories are also censored in the variety of landslide processes they can capture as they 409 
rarely capture rockfall source zones on very steep hillslopes and rotational/translational landslides 410 
where material is displaced by only a fraction of the failure surface.” 411 
 412 
RE: expected uses. Clarifying the focus on co-seismic landslide volume estimation is useful as is the section 413 
that you have added on the different processes represented in your inventory. 414 
 415 
We did not understand to which part of the manuscript it referred or if it was a comment or a request for change. 416 
We did answer to one comment of the referee in the pdf version (L50) for the introduction which seems to relate 417 
to this. 418 
 419 

MC2) Elevation errors need to be better quantified and more thoroughly discussed  420 
The manuscript needs a more thorough treatment of errors in the topographic data dealing with both: 1) the 421 
properties of the elevation errors that you have identified (e.g. spatial pattern, wavelength, covariation with 422 
landscape properties); and 2) the possible sources of error.  423 
The reviewer suggested many areas to explore that are extremely interesting, but which, for some of them, would 424 
constitute an entire paper by themselves, in particular when it comes to the analysis of error properties suggested 425 
by the reviewer.  426 
I am not suggesting that all these areas need to be exhaustively explored but that the inferences that you 427 
draw from them must be stated with appropriate confidence for the uncertainty in the data that 428 
underpins them. Mass balance, which was your primary objective is largely insensitive to the errors that I 429 



highlight here. Landslide size distributions and scaling relationships are potentially very sensitive to these 430 
errors.  431 
We also aim at developing a generic workflow applicable to a variety of cases for which users may not 432 
necessarily perform extensive error properties analysis.   433 
Your contribution in developing a workflow is extremely valuable and is not compromised by the 434 
continued presence of these errors. However, prospective users will also use this paper as a model for what 435 
the workflow can be used to calculate. Your discussion of errors and their implications is therefore 436 
important because it will influence not only how people interpret your results but also the capability and 437 
limitations of the workflow.  438 
Hence, to improve the paper we have worked on two aspects: (i) improving and better identifying errors in our 439 
dataset, (ii) defining a new confidence metrics (the SNR) for each landslide source or deposit to filter out 440 
landslide with low confidence.  441 
Both these aspects have very considerably improved both the workflow and its application in this paper. 442 
However, you have not addressed my original concern about spatially correlated error in this comment. 443 
RE error properties: The amplitude and correlation length of elevation uncertainty from different sources and 444 
how they interact to generate a 2D elevation error field with a particular amplitude and wavelength is really 445 
important for this particular application, where landslides are identified by thresholding then segmenting 446 
differences. The error appears to have a fairly long wavelength in many areas (tens to hundreds of metres). It 447 
also appears to have some aspect dependence. The spatial correlation of these errors is important because you 448 
assume uniform isotropic registration errors.  449 
I do not see where this comment is addressed in the response.  450 
This comment was initially addressed in the general answer to the referee comment L 955 to L 960 and in 451 
section 5.1.2 of the discussion, specifically in L718 to L724 of the previous MS with tracked change: 452 
 453 
Now, we have added new elements in our MS regarding elevation errors: 454 

1. A more extended presentation of the potential source of elevation errors in airborne lidar data in section 455 
3.1 separating uncorrelated errors (survey noise, surface roughness) and correlated errors (time 456 
dependent attitude and position error; intra-survey registration error of flight lines; inter-survey rigid 457 
registration) (L276-292). These are introduced in the context of the distance uncertainty model we use 458 
(eq. (2) and how they have been evaluated in previous work by (i) a spatially explicit direct error model 459 
propagation, or (ii) via an empirical analysis on areas that are perfectly stable, horizontal and smooth 460 
(e.g., with a classical variogram approach as in Anderson, 2019 that the referee suggested). We explain 461 
why neither approach is feasible in our study site given the lack of (i) trajectory data (for a direct 462 
model), and (ii) of large enough stable and flat surface (for an empirical approach). Hence, and let me 463 
stress that because it seems that the referee think we are lazy or uniformed when it comes to LiDAR 464 
data generation and analysis: it is not that we do not want to quantitatively study the properties of 465 
elevation errors or generate a non-uniform reg model. It cannot simply be done at present, and we 466 
expect that it will always be the case when future researchers will apply our workflow for landslide 467 
detection.  468 

2. Following this, we have added a new paragraph (L293-308) to better explain our choice of reg 469 
compared to a more classical approach that would be based on the stated errors of the two LiDAR 470 
dataset. In essence, because there are no GCP in the study area, the stated errors of the LiDAR dataset 471 
are not really good constraints, and we prefer to have an empirical evaluation based on the standard 472 
deviation of intra-survey or inter-survey M3C2 distances on stable area. We expect the lack of GCP will 473 
be frequent in future work using our workflow for landslide detection in steep relief. 474 

3. The addition of the manual labelling of true landslide sources and false detections allow us to highlight 475 
the occurrence of these errors and study their prevalence, their size distribution, and highlighting the 476 
critical role of ground classification errors in forested area (a new result). 477 

As far as I can tell: 1) there are spatially correlated errors in your difference surface; 2) these errors will 478 
not be captured by the SSDS analysis; 3) correlation of errors implies that if one core point has errors 479 
large enough to exceed LoD then there is a non-trivial probability that one of its neighbours will also have 480 
errors that exceed LoD; and 4) the distribution of erroneous patches will be strongly right skewed (i.e. 481 
smaller patches more probable than larger patches). I would be keen to know whether you agree. On this 482 
basis, I think you must quantify the impact of spatially correlated errors on your size distribution if you 483 
are to argue that your measured size distribution is the ‘true’ distribution or even that it is more correct 484 
than the 2D distribution.  485 
 486 
Answers to the above comments:  487 



1) we agree there are spatially correlated topographic change associated to elevation errors and this was stated in 488 
all versions of the MS, in particular when it comes to flight line misalignments and to ground classification 489 
errors of the pre-EQ data. In the previous MS with tracked changes this was indicated: 490 

 in section 3.3.1 (registration error estimate) in L291 to L295 given that bias and error between 491 
flight lines for each survey are spatially correlated errors. 492 

 In the result section 4.1 : L461-464 (effect of SNR filtering in removing low amplitude 493 
topographic change related to flight line misalignment) 494 

 In the discussion : L709-710 495 
But what matters is the new version in which the above parts have been largely rewritten and extended:  496 

 we have added a detailed description of some typical false detection (new fig. 5) due to spatially 497 
correlated errors originating from incorrect ground classification data and flight line misalignment in 498 
the pre-EQ. Fig. 6c now shows the labelled false source detections. 499 

 Section 4.2.1 presents the prevalence of these false detections and their size characteristics, and other 500 
M3C2 derived metrics. The prevalence of false detections in forest-free area is relatively low (24.4 %). 501 
It is however difficult to separate the influence of intra-line, intra-survey and inter-survey errors on 502 
these and we did not try to separate these, and we do not see how it would be easily feasible. In forested 503 
areas, false detections dominates the inventory (80 %) and are mostly due to ground classification errors 504 
in the pre-EQ data, an important result of the new MS highlighting the importance of high quality 505 
LiDAR when working on evergreen forests. 506 

 A new discussion section 5.1.3., further address the occurrence of these errors and the importance of 507 
filtering. 508 

2) yes, the SDDS is not designed to evaluate these effects. It is now only used to evaluate the optimal parameters 509 
of normal scale and projection scale for M3C2. 510 
3) yes, but these errors are largely filtered out. 511 
4) indeed, and using the labelled data this now shown in the new figure 7 highlighting the prevalence of false 512 
detections as function of patch size, as well as in fig. 14a of the pdf(A) of false detection compared to true 513 
landslides 514 
  515 
RE error sources: It isn't clear to me what you mean by imperfect alignment, nor ICP related errors (L204-5). 516 
Identifying errors on Fig 3 and hypothesising the sources from which they derive are useful but need to be 517 
discussed in the manuscript as well. You recognise the presence of “internal flight line height mismatch” and 518 
indicate that it results in “large scale low amplitude topographic change” (L418-22). They should be introduced 519 
earlier in the article with a more complete explanation of what they are and how you found them. 520 

Errors in our dataset: entirely revisiting our data, we identified two sources of errors: (1) Remaining LiDAR 521 
point cloud misclassification in forest areas, inducing local topographic errors, and (2) imperfect flight line 522 
alignments from the pre-EQ data, inducing topographic errors of longer wavelength. To address the first issue, 523 
we first removed as much misclassified points as possible by interpolating a surface and remove outlier points 524 
(see detail in supplementary material and section 2 in the paper). To address the second, we estimated residual 525 
errors of each flight lines due to imperfect flight line alignments composing the pre-EQ point cloud and defined 526 
the registration error reg based on the maximum residual error of the flight line misalignments (section 3.3.1. 527 
and S3 in supplements). Compared to the previous version of the MS, the reg is now 3 cm larger (20 cm vs 17 528 
cm). We also show that only 1% of points are detected as significant change in the stable area, validating our 529 
choice of LoD95%,. While our reg is considered uniform over the study area, the LoD95% (eq.2) also take into 530 
account the local point cloud density and roughness which are correlated to the presence of vegetation. The 531 
LoD95% is thus spatially variable. In addition, we are aware that, ideally, a spatially variable model for point 532 
cloud error and registration would be preferable for each survey and combined into a more accurate and 533 
complete form of LoD than what the M3C2 approach currently offers. However, in the absence of the position 534 
and attitude information of the sensor (e.g., Smoothed Best Estimate of Trajectory file) and raw LiDAR data - 535 
rarely available on LiDAR data repositories -, or of dense ground control which is hard to get in mountainous 536 
environment, it is currently impossible. We now discuss this in the discussion (section 5.1.2). 537 

This is a useful explanation but the decision to assume that registration error is spatially uniform still needs 538 
justifying in the text in a way that addresses the concern that long-wavelength errors might combine with 539 
short wavelength errors to generate patches of erroneous change in some places and break up patches of 540 
true change in others. 541 



This is a case where we consider that the referee do not know where to stop in his requests. We will not add 542 
another page of MS to address this. We already discussed at length in the previous version (see response 543 
above) why we cannot generate a non-uniform registration error, and highlighted in the discussion that it 544 
would be an important development to have one. We show that our main results are not altered by increasing 545 
reg (fig. 14b). And most importantly we now show that our filtering approach get rid of most of the false 546 
detections. That being said the new version of the method section in which we present the LoD contains a 547 
justification of our choice of reg that should answer the reviewer requests. 548 

MC3) You recognise that segmentation results in amalgamation but don’t quantify its extent or impact  549 
Severe amalgamation can result from automated segmentation of a thresholded classifier. In the landslide maps 550 
that you show here (e.g. Fig 2), amalgamation appears a severe problem for the largest landslides. The 551 
argument that it can be solved by 1000 tuning Dm (as you suggest on L426-7) is unconvincing since two 552 
separate landslides can be within millimetres of one another but have different failure mechanisms. You later say 553 
that you “cannot resolve the amalgamation” (L511) and that it “is still a potential issue” (L558). I would argue 554 
that it is not potentially but certainly an issue. Your figures show that amalgamation is present (perhaps 555 
pervasive) in your inventory but its extent or impact is not quantified. The total volume is insensitive to 556 
amalgamation but your landslide pdfs and scaling relationships are not. 1005  557 
We agree that the segmentation approach we use certainly do not allow to solve the amalgamation problem, and 558 
this is highlighted in many parts of the MS. However, the problem of amalgamation is inherently subjective and 559 
plagues all inventories.  560 
I agree, that segmentation is a subjective problem but you have made it reproducible by removing the 561 
subjectivity. The problem is that the best reproducible (i.e. automated) segmentations still perform poorly 562 
(with respect to the segmentation that a human mapper would choose).  563 
Our 3D data reveals a level of complexity, and a density of amalgamated landslides which makes the definition 564 
of a single landslide in relation to an ideal rupture mechanism extremely difficult.  565 
This is a really important point and could be a key contribution of the paper. Your results show that it’s 566 
complicated. Far more complicated than we capture in conventional 2D inventories.  567 
Even the segmentation of the 2D inventory proved to be extremely complex and is entirely not reproducible. 568 
Hence, we favour a reproducible approach, even if currently limited, that can be applied exhaustively to much 569 
larger datasets, than a non-reproducible one (2D manual mapping) that we now demonstrate misses a very large 570 
number of landslides and incorrectly map their contour.  571 
It isn’t clear why reproducibility is favoured over skill. If you think that manual segmentation would 572 
outperform connected component segmentation it seems strange to continue with automated approach 573 
because it is reproducible. You say that 2D manual mapping “misses a very large number of landslides” 574 
but this is on the assumption that the 3D inventory is correct.  575 
In this new version of the paper, the landslide amalgamation can be visualized with a map of the landslide source 576 
colored by individual landslide as defined by the method (section 4.2 Fig.7). Moreover, the comparison between 577 
both inventories shows 1025 that while 171 of 2D-sources are shared with 3D-sources, it represents 144 sources 578 
3D-sources. This highlight that 25 landslide sources are amalgamated in the 3D inventory (L-. As in the previous 579 
version of the paper, we perform a sensitivity analysis of the impact of Dm showing that landslide statistics are 580 
not severely affected by this parameter for 1.5 < Dm < 3. We also explored density based spatial clustering 581 
algorithm used in 3D rockfall segmentation, derived from DBSCAN (Ankerst et al., 1999; Martin Ester, Hans-582 
Peter Kriegel, Jiirg Sander, 1996; Tonini and Abellan, 2014) and HDBSCAN (Carrea et al., 2021; McInnes 1030 583 
et al., 2017). None of them managed to provide a significantly better segmentation of the largest landslide and 584 
are significantly longer to run than the connected component algorithm we use. We now thoroughly discuss 585 
about this in section 5.1.2.  586 
The analysis that you have added demonstrates that the problem is not that your particular segmentation 587 
approach is worse than the alternatives but that automated segmentation itself is problematic. You make 588 
the argument above the subjective segmentation is equally problematic. I think making this point in a more 589 
detailed discussion of the problem of segmentation (both automated and manual) would help to address my 590 
concern here. 591 

We have a fundamental disagreement with the referee on the value of adding a manual segmentation to our 592 
approach and we consider that the requests for further discussions are unnecessary diversions from the core of 593 
the paper and would impact the readability of our work. We already have put a strong emphasis in saying that 594 
our segmentation approach is far from perfect and needs to be improved in many places of the MS: abstract 595 
(L35), discussion (L916-942), conclusion (L1307). Referee 1 has strictly no problem with the limitations of our 596 
approach. We also explain(ed) (L1169-1171) that the lack of rollover cannot be related to the current tendency 597 



of the segmentation to generate amalgamation as this tend to reduce the number of small landslides and 598 
would indeed favor the occurrence of a rollover. And we show (fig. 14c, fig S12 and S13) that, obviously, the 599 
parameter Dm of the segmentation changes the values of scaling exponents. 600 

Now, with the new elements on the prevalence of false detection and the importance of filtering, we have 601 
added new elements in the discussion highlighting that automatic segmentation is a necessary step to generate 602 
a preliminary set of potential sources and deposits on which filtering is applied  (L925) : “As we aim to apply our 603 
workflow to very large dataset with potentially several tens of thousands of landslides, and that false detections 604 
filtering need to operate on segmented patches, automatic segmentation is a mandatory step.”. We have also 605 
added (L938) : “Manual segmentation can also be envisioned as a refinement after the predicted true landslide 606 
sources and deposits have been produced, but is non reproducible and time consuming when applied to very 607 
large datasets.”   608 

MC4) Topographic errors propagate through segmentation to introduce a bias towards small landslides. Existing 609 
experiments to quantify this bias are insufficient. 610 
You say on L559-60 that “our approach has the benefits of more systematically capturing small landslides than 611 
traditional approaches”. However, this is one of my main problems with the paper given potential propagation 612 
of topographic errors through thresholding and segmentation.  613 
You show (in SI) that: 1) in the absence of any real topographic change your detection algorithm generates 614 
artefact landslides of 1-20 m2 purely due to spatially uncorrelated topographic noise; 2) this noise generates 615 
many more small than large 1045 landslides; 3) in this experiment artefacts >20 m2 were extremely rare. 616 
However, this does not demonstrate that predicted landslide size is insensitive to longer wavelength topographic 617 
errors (known to be present in the data); nor even to short wavelength noise in the presence of longer 618 
wavelength surface differences (e.g. real landslides). First, even without any real topographic change (i.e. no 619 
real landslides), the size distribution of erroneous landslide-like clusters will depend on the spatial correlation 620 
length of the difference errors, which in turn depends on the correlation lengths of the errors in the surfaces 621 
being differenced. Longer error wavelengths will enable the generation of larger error clusters. Your figures 622 
show that topographic errors are clearly not uncorrelated and you recognise this yourselves (L418-22); nor do 623 
the errors appear to have a single characteristic wavelength. This is a hard problem but one that you must deal 624 
with if you are to convince the reader that the landslide inventory you have generated is not hopelessly biased by 625 
these landslide-like artefacts. Second, the problem is not only that clusters of erroneous negative surface 626 
difference due to roughness (or other errors) can create artefacts that appear to be landslides, but also that 627 
clusters of erroneous positive surface difference are collocated with real topographic change (e.g. due to a 628 
landslide); these can interfere negatively with real changes reducing the surface difference below the threshold 629 
for detection and breaking a single landslide into multiple patches.  630 
Oversampling of small landslides is important because it undermines your most surprising and high impact 631 
claim: that rollover reported in previous inventories is due to under detection (L573-4). I am not currently 632 
convinced by this claim because you do not exclude the possibility that the lack of a rollover is solely due to 633 
detection errors. You need to quantify these detection biases before you can make these claims.  634 
Suggested additional analysis: A “more advanced segmentation” (L431-3) may be out of scope for this paper. 635 
However, an indication of the impact of the simple segmentation on object based classification skill is an 636 
essential requirement of this paper if it is to retain the current approach to identifying discrete landslides. Two 637 
possible avenues could be followed to provide such an indication. First, your analysis of topographic changes 638 
on the stable surfaces (Fig 3) would allow you to perform the same analysis that you have performed in the SI 639 
but using the pre- and post-EQ surfaces for the stable zones identified in Fig 3. This would enable you to identify 640 
the size distribution of artefacts that can be generated from topographic errors with a spatial correlation length 641 
closer to that for the unstable parts of the study area. This though still does not account for the possibility that 642 
the landslide erosion signal itself is altered by the noise (e.g. by disconnecting clusters). Second, you could 643 
collect a landslide check dataset using independent observations. This might take the form of an entirely 644 
independent inventory but should certainly also involve cross-checking to confirm the existence and 645 
characteristics (e.g. area, shape, depth) of your predictions.  646 
We added further analyses to the method to deal with topographic errors and erroneous landslide. We also added 647 
an entirely new 2D landslide inventory as suggested by the reviewer. We are now confident that the actual 648 
landslide inventory corresponds to real changes. Please see our reply to the MC2) and MC8) comments for a 649 
detail answer.  650 
Most of my concerns in this comment have been left unaddressed. MC2 focusses on topographic errors but 651 
your response to MC2 doesn’t deal with the problem of spatially correlated errors. Because you are 652 
interested in the size of patches generated by thresholding the difference surface it is essential that you 653 
examine the spatial structure of the errors. I will deal with each of my comments in turn reflecting on 654 



whether they have been addressed in the new manuscript even if they have not directly been addressed by 655 
your response to this comment. 656 

First, you did not “demonstrate that predicted landslide size is insensitive to longer wavelength topographic 657 
errors (known to be present in the data); nor even to short wavelength noise in the presence of longer 658 
wavelength surface differences (e.g. 9 real landslides)”. You remove reference to an SSDS test to set the 659 
minimum area but retain that test to optimise the SNR. However, when you introduce it you do not 660 
recognise that it synthesises uncorrelated noise while the two surfaces that you are differencing both 661 
include spatially correlated elevation errors. You do not include any description or explanation in the text 662 
for the “stable areas error” shown in Figure 4, these errors appear to be spatially structured on multiple 663 
length scales from tens to hundreds of metres. 664 
 665 
In essence, there is no way for us to evaluate how the various elevation errors impact landslide detection, 666 
because we cannot evaluate properly the spatial structure of these elevation errors (see response to MC2). We 667 
could play with synthetic data, adding another 3 pages to the MS showing that if we add a 2D sinusoidal error 668 
to the two dataset with a specific wavelength we would certainly detect significant change if we do not 669 
properly set the registration error, and if not filtered out it would generate a landslide size with a certain 670 
distribution. However, we will not do it because: (i) we have no more time to do it in the time frame of the PhD 671 
project of Thomas Bernard which finishes soon; (ii) it is not necessary to support our conclusions; (iii) it would 672 
not help in getting better inventories, because in the end the critical step is the identification of true landslides 673 
and false detections which requires well-chosen filtering metrics.  674 

We now show examples of false detection occurring on spatially stable areas (fig 5b, fig. 6c, section 3.5.1, 675 
section 4.2), but also the much more predominant source of error related to ground classification errors in the 676 
pre-eq forested area (fig. 5a and 6c). What matters most, is that our new filtering metrics (CDD+SNR) in non-677 
forested areas results in excellent removal of false detections (97% precision) while preserving a large part of 678 
true landslides (79%) and all true landslides above 40 m². The new final predicted inventory does not contain 679 
any source or deposit in the stable areas (L709).    680 

 681 
Second, I argued that “Oversampling of small landslides is important because it undermines your most 682 
surprising and high impact claim: that rollover reported in previous inventories is due to under detection” and 683 
that “You need to quantify these detection biases before you can make these claims.” I’m still not convinced by 684 
this claim because I still don’t think you have excluded the possibility that the lack of rollover is solely due 685 
to detection errors. You need to quantify the size dependent detection bias in the 3D inventory and/or to 686 
considerably tone down your claims about rollover in this and other 2D inventories being due to under-687 
detection. 688 
 689 
Using the labelled 3D sources and false detections, we now demonstrate that when considering only manually 690 
validated landslide source, the rollover is still lacking (fig. 11a). We also show that if no filtering were applied, 691 
then the statistics of small landslides would be indeed significantly biased towards small landslides as expected 692 
by the referee (fig. 14a) , in particular in forest area given the large prevalence of ground classification errors. 693 
We hope the addition of the labelled data will convince the referee. However, we will not tone down our claim 694 
because we are even more confident that the lack of rollover above 20 m² is a real feature of our dataset. 695 

 696 
Third, I suggested that you: “perform the same analysis that you have performed in the SI but using the pre- 697 
and post-EQ surfaces for the stable zones identified in Fig 3. This would enable you to identify the size 698 
distribution of artefacts that can be generated from topographic errors with a spatial correlation length closer to 699 
that for the unstable parts of the study area”. I don’t see a response to this suggestion here but when I raised 700 
the same point in a minor comment (related to L196). you responded that “Applied on stable area, the 701 
workflow does not detect any landslide.” This result would definitely be worth reporting! However, I think 702 
we must have misunderstood one another, I can see many patches of significant change (>150) within the 703 
stable areas, most of these patches of significant change are removed in Figure 5c. Is that because they are 704 
smaller than 20 m2? However, even after this filtering I can still see several landslides within the stable 705 
zones in Figure 5c. I phrased this as a suggestion in my previous review but I really think this is one of the 706 
few opportunities that you have to build confidence in your method. It remains a weak test because you 707 
chose the stable areas based on areas of limited change in the difference maps and because they 708 



oversample non-forest vegetation but in the absence of field checks to the inventory this remains one of the 709 
best tests I can come up with. My second suggestion to “collect a landslide check dataset using independent 710 
observations” is dealt with in a separate major comment MC8 and doesn’t need further discussion here. 711 
 712 
We believe our manual labelling of true landslide and false detection offer a richer and more complete approach 713 
to the issue of false detections due to elevation errors than just looking at the statistics of false detections only on 714 
stable areas. As stated above there are no source on stable area in the final predicted inventory (L680) 715 
 716 
 717 
MC5) Findings that differ from previous work 718 
There are a number of unusual findings that are worthy of comment because they are some of your most 719 
interesting and potentially important findings. It is essential though that each is carefully examined and that the 720 
critique that it might have arisen due to methodological errors is dealt with head on. 721 
 722 
First, it is not unusual to identify more sources than deposits due to amalgamation of landslide deposits. 723 
However, it is unusual for deposit areas to be smaller than source areas (L281-2), and for deposit depths to be 724 
thicker than source depths (L265-70 1115 and L460). These result should be compared with results from 725 
previous studies.  726 
First: contrary to the reviewer experience, this result does not surprise us, in particular when the runout of 727 
landslides is not long. The filtered data clearly support this finding.  728 
This has not been addressed. I commented that you needed to compare your results with those from 729 
previous studies with respect to scar and deposit depths and scar and deposit areas. I didn’t find this new 730 
discussion nor a response to explain why it was not necessary. 731 
Because our study focuses on landslide sources, and our analysis of deposits has not been as detailed as the 732 
sources, and the discussion is already quite long, we choose to remove this part. 733 
Third, you identify areas of deposition where there is no upslope erosion (L256 and Fig 4). I don’t think these 734 
can be real deposition zones but instead must be a consequence of incorrect landslide detection. Their spatial 735 
extent and depth distribution would be a useful indication of the precision of the technique.  736 
Third: We now filter landslides by a signal-to-noise ratio (section 3.3.4) and are confident that the actual 737 
landslide inventory corresponds to real changes. Some very small deposit areas may not have upslope erosion as 738 
we expect deposit are to be easily detectable by our method than source areas (section 5.1.2).  739 
Why do you expect that deposits are more easily detectable than source zones? I would have expected the 740 
opposite. In my experience deposits can be very thin, (<50 mm) patchy and extensive whereas source zones 741 
are far more coherent.  742 
Deposits now makes it to the final inventory only if they are connected to an upstream source (L539). This 743 
resolve the initial issue that the referee had. 744 
Fourth, it is extremely unusual that locations classed as vegetated in post-event optical imagery but identified as 745 
a landslide by another technique are considered by the authors to be genuine landslides (L347-8). Instead, the 746 
presence of vegetation at the location strongly suggests a false positive.  747 
Fourth: we partially disagree with this statement. As now explained in the discussion large landslides that strip 748 
out vegetation are obviously mapped in 2D inventory, but small ones that occur on less dense area are extremely 749 
difficult to map in 2D imagery as our inventory shows. Moreover, vertical subsidence due to upslope 750 
propagation of landslides is entirely missed in 1135 forest, while it is detected in our approach. We think the 751 
comparison with the new 2D inventory will resolve the reviewer’s reserve.  752 
How do you know that small ones that occur on less dense area are difficult to map? Is this on the 753 
assumption that your LiDAR inventory is correct? If you go to the landslide locations predicted by the 3D 754 
method do you find evidence in the orthophotos that there is indeed a landslide at that location (even if it 755 
wasn’t independently mappable)? This would help to build confidence in your method. The point about 756 
vertical subsidence is important and you do a nice job of demonstrating the plausibility of the claim that 757 
this is real change. It prompts a series of questions about representation of these landslides within an 758 
inventory derived from surface change but you deal with this nicely in the discussion. My only suggestion 759 
is that you prepare readers for this finding in the introduction by adding a more complete explanation of 760 
the types of landslides that 2D and 3D inventories might include (see MC1). 761 
The referee was correct in doubting the reality of the landslides in forested area! Manual labelling showed a high 762 
prevalence of false detection (80%) due to ground classification errors in the pre-eq lidar. We now describe in 763 
greater detail these errors (fig 5a, 6c), and emphasize in the results section 4.2.1 and the discussion section 5.1.3  764 
the importance of high point density LiDAR, conducive of less ground classification errors, for change detection 765 
in evergreen forested area. We however emphasize, and now better describe with the addition of fig. 10 c 766 
(hillshade view) that large subsidence patterns consistent with the occurrence of scars visible in the post-eq 767 
hillshade DEM can be detected with our approach 768 



 769 
MC8) Landslide object detection needs to be tested against an independent dataset  770 
The findings in this paper depend critically on the skill with which the proposed method can classify landslide 771 
scars and deposits. Thus it is essential that the paper reports testing results that quantify this object based 772 
classification skill. At present, “orthophotos were used to visually validate” the classifier (L115-6) but without 773 
reporting results of this analysis. I think it is essential that you explicitly explain your sampling and mapping 774 
strategy for landslide detection from orthophotos in the methods. You should then include a section in the results 775 
where you compare your orthophoto based mapping to the surface differencing approach.  776 
However, it is not enough to simply say the orthophoto mapping did not identify landslides that were identified 777 
by the surface differencing. You should then go to a carefully chosen (e.g. stratified random) subset of the 778 
landslides detected by each method that were not detected by the other (i.e. surface differencing but not ortho-779 
photo mapping and vice versa) to establish as far as possible which of the two methods was in error and why. 780 
While finding and mapping thousands of landslides might be timeconsuming (L255), confirming their existence 781 
and characteristics (e.g. area, shape, depth) would not.  782 
This lack of comparison between the 3D differencing method and a more classical approach has been addressed 783 
by adding a manual mapping of landslides based on 2D images. We added a section that specifically explore the 784 
differences between the 1160 methods (section 4.2). Moreover, the resulted landslide area distribution mapped 785 
manually has been added in the figure in section 4.3 and compared with those obtained with the 3D differencing 786 
method.  787 
The 2D inventory considerably strengthens the paper and addresses the comments in the first paragraph 788 
above. However, much of the second paragraph remains unaddressed. You have added analysis of the two 789 
inventories and discuss false positives for the 2D inventory where deposit is incorrectly mapped as source 790 
zone, this is a secure result and is exactly the type of analysis I was looking for. You use your observations 791 
and theory/logic to argue that one method is correct and the other is in error. The remaining areas of 792 
disagreement you assign as false negatives for the method that has not identified a landslide at that 793 
location. This is not a secure result. You have no objective way of establishing which method is in error (i.e. 794 
whether this is a false positive for one or a false negative for the other) and you don’t provide any 795 
justification for why disagreements should always be treated as false negatives. In fact there is good 796 
evidence to suggest that the 3D inventory should contain false positives and that these false positives likely 797 
have a strong size bias. First, the SSDS test (which itself is a very weak test because it assumes that errors are 798 
uncorrelated in space) results in artefact landslides. Second, the inventory contains landslides in the ‘stable’ 799 
areas of the study area. This problem propagates into the discussion where you describe disagreement 800 
between inventories as error in the 2D inventory under the implicit (but untested) assumption that the 3D 801 
inventory is correct. I don’t think you could use this language in the paper even if the tests above generate 802 
only small numbers of false positives from the 3D inventory. 803 

The addition of the manually labelled dataset (which contrary to what the referee states, was extremely time 804 
consuming) answers the problems raised by the referee as we have now a very high degree of confidence in 805 
the 3D source inventory that we use to compare with the 2D inventory. However, the text comparing the 2D 806 
and 3D inventory has not greatly changed because the 3D inventory we used in the previous iteration of the 807 
MS was very close to the present one. We have mostly only updated numbers. We consider that the 808 
comparison between the 3D and 2D inventory (result section 4.3 and discussion section) are covering all the 809 
topics above and clearly highlighting the limits of the two types inventories. 810 

As for tests, the SDDS is no more used to validate the approach (only for parameter estimates for M3C2), and 811 
we clearly state in the text that the final inventory of sources does not contain sources in the stable area (L709) 812 

Outstanding Minor Comments from previous review 813 

L114: “using the classification provided”: More detail is needed on the method used to classify ground points.  814 
The survey report of the LiDAR data only mention that the ground points have been automatically classified 815 
using the Terrascan software. The reference to the survey report (Dolan and Rhodes, 2016) have been added to 816 
the text.  817 
I don’t see Dolan and Rhodes (2016) cited in the text. The sentence above should be added to the text. You 818 
have added a manual quality check and reprocessed the data to remove non-ground-points as a result. That 819 
is a good additional step that you have introduced since the last version. However, I don’t think you can 820 



simply point to the SI for the details of this analysis. This is a key step in your method and should be included 821 
in the article itself. 822 

Dolan and Rohdes (2016) was an incorrect reference. The report is Dolan (2014) and is now in the bibliography.  823 

It turns out that our attempt at improving the classification was not successful as a large number of ground 824 
classification errors remain (e;g., fig 5a and section 4.2.1). The classification improvement is not a key step of 825 
our workflow because the user faces two configurations: (i) either the two datasets are high quality lidar survey 826 
(as the post-eq data) in which case the classification provided does not need to be improved (ii) either it has 827 
poor legacy data as the pre-eq data, where there’s basically not much to do. We have added more details in 828 
section 2 on the classification (L204-208), and added the following text: 829 

“We did not attempt to further improve the classification as these errors are expected to occur in low point-830 
density LiDAR survey of evergreen forested areas and will generate false landslide sources that our workflow 831 
should detect and filter out We note that the classification refinement is not a critical component of our 832 
workflow and that other classifications algorithms (e.g., Sithole and Vosselman, 2004) could be used to improve 833 
or check the quality of the LiDAR ground points before the application of the workflow.” 834 

The discussion also contains reference to the issue of ground classification in relation to the quality of LiDAR 835 
datasets (section 5.1.3).  836 

L137-8: This is not clear: do you mean that you calculate the centroid of each point cloud in 3D then take the 837 
magnitude of the 3D vector that connects these two points; or that (for each point cloud) you take the arithmetic 838 
mean of differences from the reference plane (defined by D) in a direction normal to that plane? In either case 839 
you are performing a spatial averaging at length scale d/2 assuming a uniform kernel. First, is it problematic to 840 
perform averaging over length scales larger than the 1190 core point spacing? Second does it make sense to 841 
assume equal weight in the average with plane parallel radial distance from the core point, or should some form 842 
of inverse distance weighted average be used? I would have assumed a weighted average was more appropriate 843 
but it would be useful for you to explain why an unweighted mean is more appropriate.  844 
To calculate the distance between the two point clouds, the average positions i1 and i2 of the point clouds are first 845 
defined and then the distance is computed between the two positions along the normal vector. The average 846 
positions are defined as the arithmetic mean of the distance distribution of each point of the subset of points 847 
(created by the intersection of the cylinder to the point cloud) to the normal vector (or the cylinder axis; see 848 
Lague et al., 2013). As this is part of the M3C2 algorithm that we did not modify, we don’t discuss the choice of 849 
a uniform kernel rather than a non-uniform one.  850 
You have not changed the manuscript in response to my comment. Your response is useful, particularly: “the 851 
distance is computed between the two positions along the normal vector” and “average positions are 852 
defined as the arithmetic mean”. You could easily amend the sentence to clarify this: “…as the distance of 853 
the arithmetic mean positions of the two point clouds along the normal vector”. 854 

Indeed, as we explained in our answer, we did not change the text as this is presented in the original M3C2 855 
paper which we consider is a classical paper (> 700 citations) that should be read by anyone wanting to use our 856 
workflow. So this should not have been a surprise for the referee that we did not change the text.  That being 857 
said, we have modified the sentence presenting this aspect of M3C2 following the suggestion of the referee 858 
(L230) 859 

L139: “if not intercept is found…”: This is not clear to me. Do you mean 'if the cylinder does not intersect any 860 
points in the second surface? Why would this happen? Does this only occur at the boundaries of the point 861 
clouds? How do these intersection failures influence the surface differencing and how do you report them in 862 
your later analysis?  863 
In LiDAR datasets, the density of points is non-uniform over the entire point cloud. Consequently, missing data 864 
or very low point density (<5 pt/m²) can occur inside the point cloud due to the absence of laser impact on the 865 
ground during the data acquisition. This mostly occur in dense vegetated areas or water surface areas (for 866 
topographic lidar). When performing M3C2, it is thus possible that the cylinder cannot intercept points or just a 867 
few (< 5). In both cases, the M3C2 distance will not be considered significant. In areas with low point density 868 
(<5 pts/m²) a solution is to perform M3C2 with a larger projection scale d to include more points in the distance 869 
and statistic calculations.  870 



You have not updated the text to reflect this discussion. You do mean: ‘if the cylinder intersects <5 points in 871 
the second point cloud’. If so, this should be added to the paper. Your explanation above is useful but I 872 
understand it to mean something different to what you say in the paper. 873 

We have clarified this classifiable feature of the M3C2 algorithm by specifying that no distance is computed in 874 
the two point clouds do not overlap or if one of the point cloud has missing data (L233). A distance is always 875 
computed if there is at least one point in each cloud, however a distance uncertainty is calculated only if there 876 
are more than 5 points in each cloud. This point is mentioned later in the paragraph (L268) 877 

L140: “provides uncertainty”: what is the basis / justification for the uncertainty estimate taking this particular 878 
form? It looks familiar as it has some similarities to a confidence interval but also some differences. This 879 
threshold is important to explain and justify in detail because it is used to threshold discrete landslides in the 880 
following analysis. Why threshold at 95% confidence? What is the impact on your findings (total volumes and 881 
scaling relationships) of thresholding at a difference CI (e.g. 99 or 90% confidence)? 882 

We refer the reviewer to the original M3C2 paper which has an extensive discussion on the confidence interval, 883 
and how to consider surface roughness, point cloud errors, point density and registration in the context of change 884 
detection on 3D point clouds. The threshold has been set to 95% to build the segmentation on as many good 885 
points as possible. We do not believe that changing this threshold to 90 or 99% significantly change the landslide 886 
statistics given the results of the sensitivity analyses of parameters (reg, Dm and SNR threshold) that mainly 887 
control the landslide inventory.  888 
First, I think you can evidence your statement above from your sensitivity analysis and doing so will 889 
strengthen the paper. You demonstrate that changes to the LoD do not alter your main findings and the 890 
changes you explore cover the range that you would expect from changing the threshold CI from 90-99% 891 
(i.e. 0.39-0.52 m). This strengthens your argument that the statistics are robust to model choices. 892 
We do not think it is relevant or necessary to discuss why choosing 95% is better than another confidence level 893 
as this is in the end an arbitrary choice. As the referee emphasizes himself, we show in the discussion that our 894 
results are robust to the choice of reg (which translates into much larger LoD). The MS is already quite long, so 895 
we have not modified the text. 896 
Second, having read the original M3C2 paper (Lague et al., 2013), it discusses the confidence interval and 897 
registration error but took a different approach to estimating registration error so it is difficult to 898 
translate directly between the two papers. They provide only a brief description of the theoretical basis for 899 
the LoD equation citing a statistics textbook.  900 
I found the description of James et al (2017) who you cite and who cite Lague et al. (2013) very useful: 901 
“where reg is the relative overall registration error between the surveys, assumed isotropic and spatially 902 
uniform (Lague et al., 2013). Note that Lague et al. (2013) took a conservative approach by adding reg 903 
directly (as a potential systematic bias)”. A similar statement would be useful in your paper to explain that 904 
you estimate local uncorrelated random errors using the first two terms and systematic errors under the 905 
assumption that they introduce a spatially uniform bias with the final term.  906 
Anderson (2019) describes an approach similar to yours, but highlights spatially correlated random errors 907 
as a key component within error analysis for surface differencing and includes this as a term in his total 908 
error calculations (eqn 21). This term is missing from your error propagation but seems likely to be very 909 
important, particularly because you are interested in the size of thresholded difference patches. Anderson 910 
(2019) also argues for direct characterisation of errors within ‘stable areas’ similar to my suggestion in 911 
MC4.  912 
Anderson, S.W., 2019. Uncertainty in quantitative analyses of topographic change: error propagation and the 913 
role of 1245 thresholding. Earth Surface Processes and Landforms, 44(5), pp.1015-1033. 914 

Here we have added much more justification and explanations on our choice of reg, as well as the form of the 915 
LoD95% in section 3.1. This changes are also tightly linked to our modifications in relation to the evaluation of 916 
elevation errors. We now cite Anderson 2019. His approach is interesting, but also amount at a spatially 917 
uniform reg as we explain in the text. The best way to improve the level of detection would be, as already 918 
stated in the discussion (section 5.1.2 registration error), to build a spatially explicit direct elevation error 919 
models for each survey. 920 

L145: “reg” is quantified using the standard deviation of differences between the surfaces. I think it would be 921 
helpful here and elsewhere to use similar notation for the registration error to the other errors being examined 922 
here. Why are the local terms converted to standard errors but reg is left as a standard deviation? Finally, the 923 
length scale over which reg was calculated would seem to be important here.  924 



We choose to keep the “reg” notation to specifically refer to the registration error when needed in the 925 
manuscript. We now provide an explanation in the text as to why reg is not converted as a standard error (L 166). 926 
Reg is not measured over a length scale, it is based on the standard deviation of the 3D-M3C2 distance between 927 
2 clouds. This part is now explained in greated detail in section 3.3.1 where we discuss the notion of intra-survey 928 
and inter-survey registration quality. 929 
You now say: “The M3C2 definition of the LoD95% makes the conservative choice of adding the registration 930 
error to the combined standard error related to point cloud roughness, rather than taking the square root of 931 
the sum of squared standard error and squared registration.”  932 
First, I agree that your equation is conservative in the sense that it results in a larger LoD but I don’t see a 933 
justification for this functional form either here or in Lague et al. (2013).  934 

This is an arbitrary choice to make the uncertainty model more conservative. This is now clearly stated L307: 935 
This arbitrary choice similar to Lague et al. (2013) ensures that the frequency of false detection of statistically 936 
significant change is below 5%, at the expense of a reduced capacity to detect real small topographic changes 937 
close to the LoD95%. 938 

The best description of a framework for propagation of both random and systematic errors that I can find is 939 
in Anderson (2018). It is similar to yours in its approximation of random and systematic errors (see 940 
Anderson’s eqns 12 and 20) but differs from yours in how these are combined (see eqns 21-22). Can you 941 
explain the difference? 942 

As above this is an arbitrary choice and we were explaining it in the previous version of the MS (L304): the 943 
M3C2 definition of the LoD95% makes the conservative choice of adding reg to the combined standard 944 
error related to point cloud roughness, rather than taking the square root of the sum of squared 945 

standard error and squared registration error (e.g., Anderson, 2019; Joerg et al., 2012) 946 

Second, you have not explained why standard deviation rather than standard error is used for the 947 
systematic error (reg). I think this is because standard errors are used to approximate random errors 948 
(under the assumption that they are uncorrelated) but standard deviations are used for systematic errors 949 
under the assumption that these are perfectly correlated (see Anderson’s eqns 1-4, 12 and 20). If that is 950 
the case it would be helpful to explain it in the text.  951 
 952 
Indeed, this was implicit, because taking the standard error with > 1000 core points over which we calculate 953 
M3C2 would result in reg ~0. We now state explicitly that we treat reg as a systematic error (L276) and that it is 954 
the standard deviation of M3C2 distances (L301). 955 
 956 
Third, I’m happy for you to retain a notation that is specific to registration error but suggest sigma with reg 957 
as subscript would make it clearer that this is a standard deviation. 958 

Thanks for the suggestion, but we did not follow it up, because adding a sigma to reg could be confused as the 959 
standard deviation of reg. 960 

L165: “not deemed interesting”: I don't think that this is the right phrase, can you rephrase? What was the 961 
impact on your results of applying d=10 m throughout?  962 
The sentence has been modified. Applying d=10 m increases the landslide source and deposit by 1% and 0.7% 963 
respectively. In terms of volume this represents an increase of 2% and 0.89% respectively.  964 
I do not see where you have modified the text to reflect this response. 965 

We did not change the text, and we still haven’t because we think these are unnecessary details. 966 

L173: “may result in…”: How do you identify when this has happened? What is the objective that you are 967 
optimising?  968 
This can be identified in the bottom of narrow valleys and top of very steep divides where no evidence of mass 969 
movement processing can be identified by visual inspection of orthophotos. These cases are now filtered by 970 
using the SNR metric as they have very large LoD95% (see section 3.3.4). 971 
This is still not clear both in the response and in the text (which has changed very little). L211 you say “This is 972 
generally obtained by trial and error”. This was what I was referring to when I asked “what is the objective 973 
was that you are optimising” by trial and error. Re-reading the text I am not sure whether it was obtained by 974 
trial and error in this paper. If not then how did you find out that the maximum observed change in the study 975 



area was 30 m? If pmax is designed to prevent anomalously large changes how do you verify that a change is 976 
an anomaly? Something seems ircular in the argument as it is currently presented. I don’t understand the 977 
connection to SNR filtering and that doesn’t currently feature in the text. 978 

The rare issues we had with the projection cylinder intercepting twice the same cloud has been sorted out with 979 
a modification of the M3C2 algorithm. We have removed the line referring to this issue, and added information 980 
on the algorithm at lines L237-241. 981 

L196: “standard deviation…” These stable areas would be an excellent test of your landslide detection method, 982 
indicating the scaling relationships, size distributions, and total volumes generated by artefacts alone.  983 
This analyse has not been performed due to the changes we made on how we manage artefacts with SNR 984 
filtering (see section 3.3.4). Applied on stable area, the workflow does not detect any landslide.  985 
This result is definitely worth reporting. If there are any remaining patches then you should report the size 986 
distribution of these patches as they give an indication of the expected bias that elevation errors will 987 
introduce into your size distribution. 988 

There are no landslide source remaining on the stable area in the final inventory. False detections on stable 989 
areas are studied through the metrics we analyze in comparison to true landslides. We also now report the 990 
pdf(A) of false detections (fig. 14a) for all areas (there are not enough on stable areas to construct a robust 991 
pdf(A) 992 

L199-200: “The registration error…”: this definition should come earlier. It is important for interpreting eqn 2.  993 
We disagree with this comment as the registration error “reg” can be defined differently depending on the 994 
application of M3C2. In section 3.1, we aim to give a general description of the M3C2 algorithm.  995 
I agree that it can be defined differently but you are reporting your method rather than the method in 996 
general so you should define it as you have used it. 997 

reg is now define much more extensively and in the first section of the workflow (section 3.1, L244-276) 998 

L215: 15-20% it might be useful to show the location of these points on one of your maps.  999 
The percentage of these points on steep hillslope has been revised and actually represents up to 12% of steep 1000 
slopes.  1001 
It would still be useful to show the location of the points on one of your maps. 1002 

Useful maybe, but we don’t think it is necessary nor actually feasible to show them clearly on a map. 1003 

L256: “deposit areas” Some of these areas do not have any upslope erosion. How do you explain this? See MC5  1004 
Some deposit areas can be detected without an associated upslope erosion. A possible reason is that the surface 1005 
change associated to these deposit areas is sufficient to be above the LoD95% but not for the upslope erosion area.  1006 
This is useful discussion, I couldn’t see it in the revised manuscript. It would be useful in your description of 1007 
Figure 5. 1008 

With our new filtering metrics, a deposit of the final inventory cannot exist if it does not have a upstream valid 1009 
source 1010 

L315: It is not surprising that your depth area scaling relationship is gentler than that of Larsen since you 1011 
censor core points with difference < 0.33, making it impossible for small landslides to also be shallow.  1012 
Indeed, and we now discuss this. In particular, the relationship is barely different if we consider a SNR=1, 1013 
meaning that compared to the 2D inventory, we miss 32 shallow landslide sources over an inventory of 1270 1014 
sources (SNR >=1). Hence, even if the 3d inventory had captured the very shallow landslides that the 2D 1015 
mapping did capture, it would hardly change the scaling relationship. One could also say that previous 2D 1016 
inventories have significantly underevaluated the number of small landslides, which in turns affect the 1017 
representativity of published V-A relationships from 2D inventories.  1018 
This is useful discussion, I couldn’t see it in the revised manuscript but I wasn’t sure whether I was looking 1019 
for parts of the text in your response above or something different. 1020 

With our new cleaned inventory, our D-A scaling is very close to the Larsen et al. (2020) relationship for soils 1021 
(fig 11c) The original comment is irrelevant. We do not want to discuss potential causes for differences, when 1022 
we do not observe one. 1023 



L460: “deposits form more concentrated and thicker patches”: This result is surprising and should be compared 1024 
with expectations from other studies on landslide runout.  1025 
We think it is not surprising given the small runout of the landslides in this area, and is actually backed by the 1026 
data in terms of mean 3D thickness of the deposits and sources. 1027 
This comment has not been addressed. I cannot find new text comparing your results with expectations from 1028 
other studies. 1029 

We have removed this sentence because our analysis and treatment of deposits is not as detailed as sources. 1030 

L466: Whether the right tail is a “power law” or not is debated. See Medwedeff et al. (2020) among others.  1031 
The reference has been added in the text.  1032 
This comment has not been addressed. You have not altered the text to recognise the debate around the 1033 
form of the right tail. I don’t think you can simply add Medwedeff to the current citation. It reads as though 1034 
Medwedeff et al. are among those arguing for power law scaling when I understand their paper to argue the 1035 
opposite. 1036 

Indeed, this was ambiguous. We have added the following text: “and although the power-law nature of the 1037 

tail is debated (Jeandet et al., 2019; Medwedeff et al., 2020)” 1038 

 1039 

Figures 1040 
Fig 5: The 3D minimum volume line needs explaining in the caption. I would have expected this line to be 1041 
oriented parallel to the depth contours since minimum volume for a given area is set by minimum detectable 1042 
depth. If so the minimum detectable volume might explain the sharp lower boundary to the volume area point 1043 
cloud. Actually, what it is illustrated here is the 3D minimum volume that can be measured here given the 1044 
minimum area (20 m²) that we consider and the minimum significant 1340 depth (~0.4 m).  1045 
The minimum area and depth act together to set an absolute minimum detectable volume (when both area 1046 
and depth are minimised). However, there is also a depth dependent minimum detectable volume that is set 1047 
by the depth constraint alone. At present the horizontal line that you use to highlight the absolute minimum 1048 
volume might be misinterpreted by some to be the area dependent minimum volume. You can easily fix this 1049 
by adding the area dependent minimum volume. It will be a straight line in log-log space and will pass 1050 
through the points (20,8 and 20000,8000). It would be useful to include this on the Figure and would also 1051 
bring make the interpretation of the dashed lines in the figure and inset internally consistent. 1052 

This has been added to figure 11C (initially figure 5 in the first version of the MS) 1053 

 1054 

Supplement 1055 
 1056 
S1: this text should definitely be included within the paper itself this is a key part of your method. You 1057 
should also report the parameters that you used for this analysis and the parameter values that you chose, 1058 
preferably with a justification. 1059 
 1060 
As explained above (response to minor comment L63), the improvement of the classification is not a key part of 1061 
our method. To keep the method part of the article as compact as possible, and given that we have significantly 1062 
lengthen the MS with new additions, we have kept this part in the supplement. Our description of the method and 1063 
how we choose parameters should be enough for anyone to reproduce. We also now provide a classical reference 1064 
to ground classification in the main text that the interested reader can follow. 1065 
 1066 
L11: “4 standard deviations” I have three questions here: 1) what sample is the standard deviation being 1067 
calculated from? 2) Do you remove points that differ by >4sigma in positive and negative? I’d expect 1068 
vegetation to result in only positive residuals. 3) How did you choose the 4 standard deviations threshold?  1069 
To answer to the referee’s questions:  1070 
1) The standard deviation of the cloud-to-mesh distance is calculated from the pre-EQ point cloud. This 1071 
information has been added to the text to clarify things. (L10).  1072 
2) Indeed, we only removed points having a positive cloud-to-mesh distance with a standard deviation >4 as 1073 
classification errors only result in positive residuals. The text has been modified to include this information 1074 
(L11).  1075 



3) This choice has been found by trials and errors. If chosen too low, point located on steep ridges or steep valley 1076 
bottom will be also removed as the surface interpolation tends to smooth the surface. This is something we 1077 
wanted to avoid. Using 4 standard deviations limited this. The following sentence has been added to the text: ” 1078 
This threshold has been chosen, by trials and errors, to preserve points located on steep ridges and steep valley 1079 
bottoms that will be removed if chosen too low due to the smoothing of the surface by the interpolation.” 1080 
 1081 
L12: did you repeat three times because there were no outliers after that? If so you should report this, if 1082 
not you should explain why you chose to stop after three iterations.  1083 
The procedure has been repeated only 3 times as further iterations filtered out points located on ridges and valley 1084 
bottoms. The last sentence has been modified as follow : ”… as further iterations removed significantly points 1085 
located on ridges and valley bottoms.” (L15). 1086 

Figure S2: This is a useful Figure but I can’t distinguish the flight lines based on the legend information, 1087 
the line styles are not sufficiently distinct. Dashed lines are clearly visible and can be distinguished from 1088 
the solid line. I think you will need to use different line styles to enable the reader to distinguish this many 1089 
lines.  1090 
The legend of the figure has been modified and now show the dashed lines as suggested. 1091 
 1092 
I don’t understand how you can have only one reference line in Figure S2 and Table S3. Is this a flight line 1093 
from the post-EQ set? Or is this some combination of points from multiple lines? Either way I think you 1094 
need to explain this, it will affect how the reader interprets Table S3.  1095 
For the pre-EQ point cloud, a 3D-M3C2 calculation is performed between each flight line and the reference line 1096 
n°215 as shown in fig. S2. For the post-EQ point cloud, the reference line is the n°301. This is now indicated in 1097 
the caption of Table S3. 1098 
 1099 
S9: “Determination of forested area” Is this a standard technique? It would help if you could give a 1100 
reference for the technique. I would like to know how returns are classified (i.e. how different do returns 1101 
need to be to be classified as two distinct returns). However, if this is a very standard exercise it is fine for 1102 
you simply to point to a reference.  1103 
The proxy we use to determine forested areas does not correspond to any standard technique used in previous 1104 
publications. However, given the quality of the ground class of the post-EQ point cloud (98% of accuracy), we 1105 
are confident that points with a number of return (NoR) of 1 is located in areas without vegetation. Points with 1106 
higher number of returns thus are very likely comes from the structure of the vegetation. We think that our proxy 1107 
is sufficiently indicative whether a landslide is forested areas or in bare-rock / bare-ground area given the strong 1108 
correlation between the NoR and the vegetated areas.  1109 
 1110 
 1111 
Figure S10: It would be useful to give more detail in the caption. Something like “corresponding to the 1112 
number of targets a laser pulse has intercepted” would probably be sufficient.  1113 
This figure is now the figure S11. The following sentence has been added to the caption: “The laser returns 1114 
correspond to the number of targets a laser pulse has intercepted.” 1115 

Figure S12: This is an interesting plot. How do you calculate slope here? Is this based on the gradient of 1116 
the core points? How do you explain the large number of sources with very low slope? Are these all 1117 
associated with deep seated failures? This slope data provides another really useful way to check your 1118 
dataset and therefore to build confidence in your results. You should plot slope for each core point against 1119 
the size of the patch to which each core point belongs. Core points with low slopes associated with large 1120 
patches may indicate deep seated landslides; those associated with small patches are likely to be errors 1121 
because landslides require a steeply dipping failure surface (>20 degrees?) to move. Another useful 1122 
approach would be to examine average slope for each patch plotted against patch size. As above, small 1123 
patches with gentle gradients are likely to be errors. 1124 
This figure is now the figure S11. The slopes are calculated, for each core points in the 3D predicted sources, 1125 
from the normals of the pre-EQ core points. The large number of core points with a low slope corresponds to 1126 
areas of vertical subsidence of translational landslides as shown in Fig13b, or retrogressive slumping upslope of 1127 
a landslide as show in figure 10c. The proposed approaches are interesting to investigate for future analyses but 1128 
we consider that we have done enough in the present version of the manuscript. 1129 
 1130 
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 1134 


