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Responses to esurf-2021-36 

GENERAL COMMENTS 

 
Dear Editors 
Dear Reviewers, 
 
thank you very much for your thorough review and detailed feedback. We acknowledge that our manu-
script appears very technical and introduces signal processing methods not often used in geoscience. 
Nevertheless, the geoscience community started in the past decade with normal mode analysis of geo-
logical features at the Earth’s surface. Such analyses are common in mechanical and civil engineering, 
where advanced normal mode analysis tools have been in development for decades. These tools (e.g., 
the presented EFDD and SSI-COV) are standard methods which can also be obtained in commercial and 
open software packages. Therefore, this paper is not about introducing these techniques and assessing 
their uncertainties, as this was done by a large community over the past 20 to 30 years. This is why we 
originally decided to submit a “Short Communication”.  
 
The goal of this paper is to share our experience with these techniques and to motivate people doing 
normal mode analysis of geological structures to have a look at these techniques and benefit from the 
advances in other fields (as we did).  
 
However, we realized that we did not succeed in explaining the limitations of simpler modal analysis 
techniques and why more advanced techniques could help to overcome these limitations. We also see 
that the manuscript needs some more explanations to be attractive for the broad readership of ESurf. 
Therefore, we significantly modified the introduction and method sections by including basic formula-
tions from structural dynamics. We also added a separate section for a detailed discussion of the results. 
 
However, we did not add a separate uncertainty analysis for the two techniques as we are convinced 
that this is sufficiently discussed in the literature. A key point is that the simpler techniques just fail in 
identifying and measuring closely-spaced and hidden normal modes. Therefore, these more advanced 
techniques enable the detection of these modes. The precision of these detections and estimates is not 
really the essence, because identifying a mode is apparently better than missing it. A repetition of the 
full mathematics of the two techniques, including their uncertainties, would result in a review article on 
normal mode analysis techniques. Such a review would probably not help to motivate geoscientists to 
apply these techniques (and we feel misses the scope of ESurf).  
 
We still think that our manuscript has a “Short Communication” character, as we are applying estab-
lished routines to available and published datasets, which might not be perceived as a complete piece of 
research. However, due to the increased length of the article (~6000 words, 25 pages), 6 figures and the 
inclusion of some fundamental concepts of structural dynamics, we suggest to continue with a normal 
manuscript and not with a “Short Communication”. However, we are open for either format. 
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REVIEWER 1 

 
Häusler et al. present a study in which they apply two vibration analysis techniques to rock arches which 
are assumed to provide more detailed and robust results than previously employed methods. The study 
covers a relevant, timely and sufficiently novel topic, thus providing originality and an appropriate scope 
regarding the audience of the journal. The manuscript is in general of adequate quality; the language is 
scientifically correct and appropriate. Tables and figures are of proper quality with the exception of some 
too short captions (see below). It is good to see that the data is being made available. With some revi-
sion, it will make a valuable addition to the journal. 
 
I see a few general concerns that I think need to be addressed, though. First, the study does not provide 

any benchmark data, but only relies on comparisons of the results of the two new techniques (EFDD and 

SSI-COV) – either amongst each other or with respect to results by Geimer et al. (2020). Thus, it is not 

possible to judge the overall quality/correctness of the presented modal information beyond that relative 

level of comparison. How can we know that the finer resolved results by EFDD and SSI-COV are real, due 

to the rock structure, and not just artefacts of either the data collection or the utilised methods? Perhaps 

this standing question can be solved by citing and discussing existing literature examples that provide the 

theoretical justification in this respect. 

 Certainly, a true benchmark can only be achieved by very simple structural or numerical models, 

where simple analytical solutions are available. For more complex structures, a numerical coun-

terpart cannot always be seen as a benchmark, as not all physical properties of the structure 

studied are known or the degree of details cannot be implemented in the model. This is espe-

cially true for modal damping, since the observed damping ratio is just an equivalent damping 

term summarizing all energy dissipating effects. To date, defining and quantifying the different 

physical damping mechanisms in structures is still an unrealistic task. Currently, the numerical 

models for natural rock arches are simplified and cannot serve as a benchmark to evaluate nor-

mal mode techniques, especially because the models themselves were calibrated by using the 

output of normal mode analyses – peak-picking technique, in case of Moore et al. (2018) and 

Geimer et al. (2020).  

 However, we see that we did not describe the advantages of the two presented techniques de-

tailed enough and that a reader might wonder, why they should be superior. Therefore, in the 

revised manuscript, we highlight that both techniques are part of the standard procedure for 

normal mode analysis in civil and mechanical engineering since more than 20 years and that a 

broad range of studies exists, which compared these techniques with each other and to numeri-

cal models and provide the theoretical foundations. We added a number of these references to 

our manuscript and give some theoretical explanations on why simpler techniques fail to re-

trieve modal properties of close and hidden modes. We would like to highlight that we did not 

invent the two presented techniques or that we developed something superior. Our intention is 

to provide a bridging paper to facilitate access to engineering techniques for geomorphologists 

and geologists working on such landforms. 

 In terms of damping, a certain “benchmark” can be achieved by active experiments, i.e., by ex-

citing the structure artificially and measuring the energy dissipation. For one of the arches 
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(Squint Arch), such an active experiment dataset exists. We extended the data processing sec-

tion to explain this active experiment. 

Second, the data are not interpreted in a geoscientific way, hence the implications of the identified fre-

quency modes for the landform. Are the discovered values in agreement with what one would expect for 

these landform geometries, rock types, stress distributions and environmental settings? I suggest the au-

thors spend a few sentences on establishing the context of their analysis and the journal’s main scope: 

fostering understanding of Earth surface dynamics. This is especially relevant when considering the pitch 

given in the introduction. 

 This comment largely agrees with the issues raised by the editors before the (revised) manu-

script was sent to review. Therefore, we hope that this issue was resolved in the manuscript that 

was finally posted for discussion (see https://doi.org/10.5194/esurf-2021-36 and 

https://doi.org/10.5194/esurf-2021-36-RC2). For example, we established a link to the stress 

distribution analyses by Moore et al. (2018) and explained how this analysis is integrated in the 

rock arch stability assessment (significant modifications in the introduction). 

Third, I see some ambiguities and arbitrarities in the presentation of the methods. It is good to see that 

the authors mention the multitude of model parameters but then, we simply get a reference to a table in 

the appendix in which the used parameter values are listed. The problem here is that these parameter 

values need to be introduced and justified. This should include a discussion of expected ranges, for exam-

ple based on what other researchers have found or used. This may also include a description of the pro-

cess that lead to the decision on the ultimate parameter values used. Currently, we have to take the pa-

rameter combination at face value, which is a fair bit from transparency and reproducibility. 

 We mainly follow the default values given in the software by Cheynet (2020). We tried a few pa-

rameter combinations for Nmax and ε cluster to obtain a good reproduction of the first three 

resonant modes, as we now describe in the text and in the appendix. 

 The reader can perform a normal modal analysis by using the default values and modifying the 

time lag for the covariance calculation (which is described in the manuscript). We think, intro-

ducing all parameters in detail would be beyond the scope of this manuscript as they are best 

described in the software manual and cited literature. A detailed mathematical description of 

the SSI method would result in several pages of mathematical formulas, which would probably 

be out of the scope of ESurf. We think readers interested in the mathematics can refer to the 

cited textbooks. 

 We also believe that the exact values are not crucial for the message of the manuscript, which is 

to motivate geoscientists to use normal mode processing tools when doing normal modal analy-

sis. There are many other scientific and commercial software available that are based on differ-

ent parameters (open and proprietary, including EFDD and various versions of SSI, e.g., 

http://www.openmodal.com, https://svibs.com/artemis-modal/). We added a sentence to the 

conclusions to point at other SSI variants. 

Fourth, there is a mix of methods, results and discussion in each of the respective sections, which should 

be resolved. I give detailed comments to this issue further below. And I may emphasise that this is not a 

crucial flaw but one that should simply be resolved to give the manuscript a clear and organised struc-

ture. 

https://doi.org/10.5194/esurf-2021-36
https://doi.org/10.5194/esurf-2021-36-RC2
http://www.openmodal.com/
https://svibs.com/artemis-modal/
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 We added two new sections: section “Methods” is split to “Data acquisition and study sites” and 

“Data processing”. The new section “Discussion” includes now all interpretation and discussions. 

As a consequence, the sections “Results” and “Conclusions” were shortened. 

Remark: In the following, we provide point-by-point answers to your comments. As the line numbers 

refer to the (unpublished) first version of the manuscript, we also add the lines of the corresponding 

part in the official pre-print in parentheses. References to the manuscript officially published as a pre-

print are named “pre-print version”, whereas references to the original manuscript, which was (acci-

dentally) sent to you for revision is labelled “original manuscript”. 

l.1 (1), The title is very (if not too) long and it also reads very (if not too) technical, with a lot of quite spe-
cific jargon, especially when considering the main scope and readership of the journal. I recommend to 
shorten the title, remove the detailed technical/methodological terms and in exchange to add more em-
phasis on the environmental context (e.g. “monitoring rock arch material strength evolution”, but this is 
just a non-ideal example that I give to reveal what I might expect as a reader to see, feel free to adjust as 
you please). 

 Agreed. 
 Modified to “An Update on Techniques to Assess Normal Mode Behavior of Rock Arches by Am-

bient Vibrations” 
 Note our general comment to remove the “Short Communication” 

l. 9-10 (9-10), you could also consider motivating the study by a geotechnical pitch, instead of or in addi-
tion to the hazard one. Especially since you do not discuss the hazard perspective in the interpretation 
section, at all. 

 In contrast to the original manuscript, we picked up the hazard perspective in the “Discussions 
and Conclusions” of the pre-print version. 

 The pre-print version also includes a link to numerical models, which might be improved by the 
presented techniques. 

l. 27-29 (30-32), you need to better motivate this sentence/abstract. There is a break in logic, here. I sug-
gest you first motivate by the needs to monitor the stability of these landforms. Then you briefly mention 
the classically used techniques and their shortcomings. Then, this gives you the pitch to identify the re-
search gap and thus motivate the seismic approach as complementary solution. 

 Changed as suggested. 

l. 36 (39), “resonant frequencies arise primarily due to changes in rock mass stiffness”. This is true but 
there are also other important factors that control the frequency. See for example Bottelin et al. (2013) 
or the full story told by Lévy et al. (2010). These other important aspects should be mentioned, as well. 

 Resonant frequencies are indeed solely governed by mass and stiffness (and damping, in case 
damping is large). Therefore, the factors described by Bottelin et al. (2013) and Lévy et al. (2010) 
are also acting on the stiffness. 

 But we agree that environmental effects have significant effects on the frequency and added a 
statement with this regard.  
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l. 41 (44), “more invasive monitoring techniques”, mention these other techniques, perhaps in relation to 
my comment above (l. 28-29). 

 We primarily mean taking in-situ rock samples for laboratory tests. 
 This is now stated explicitly and the sentence is moved to the first paragraph of the introduc-

tion. 

l. 81 (101), can you explain why this refers to overlapping modes? Is this specific to the method? 

 Normal modes with similar resonance frequencies might overlap, i.e. they are not forming two 
separate peaks in the power spectrum. Here, EFDD is a straightforward technique to detect the 
presence of such overlapping modes, because it decomposes the response into a set of single-
degree-of-freedom systems. The number of peaks on higher singular values directly shows the 
number of modes present in a given frequency band. 

 We modified the sentence to show that overlapping modes do not always exist, but might be 
present. 

l. 84 (104), “picked manually”, here some information must be given on the criteria used to define these 
manual picks. 

 There is a variety of possible approaches for choosing the mode bell. For clear mode bells, as we 
observe it on the rock arches, one chooses the frequency band which visually corresponds to 
the mode bell (i.e., has the “bell  shape”).  

 For reproducibility, we marked the mode bells on the singular value plots in Figures 3 and 4. 

l. 92 (97+111), please define “output-only technique”, this seems quite generic to me. 

 “Output-only” is the technical term used in modal analysis to clarify that no information on the 
input signal is needed.  

 We removed the term, as it is not relevant in the context and causes confusion. 

l. 99 (119), You need to tell why each of the parameter values was chosen. Currently this is just arbitrary. 
It seems that the paremeter combinations determine to a significant extent the output of the technique, 
so this is a crucial part that deserves clear description and rigour. Have you tested different combinations 
and optimised them manually/iteratively? Have you used values published by other authors? Did you set 
the parameters just arbitrary? 

 See reply to general comment. 
 It is a mixture of the points you mentioned, but we mainly followed the recommendations of the 

software manual. 

l. 103-105 (123-125), this would actually be much better suited for the introduction when you motivate 
the two techniques and want to convice the reader of their appropriateness. I suggest to move this to the 
introduction. It certainly does not match here in the results section. 

 This sentence is written in the method section. 
 We now extended our introduction to better highlight the advantages of the techniques. 



  6/19 

l. 107 (127) “modelled with a low number of modes”, “the maximum number”, please mention what a 
low number is and what the concrete maximal numbers were, and more important give a justification for 
these numbers. 

 The minimum and maximum number of modes are given in Table A1 of the Appendix. 
 SSI-COV establishes a mathematical model to describe the dynamic properties of the structure. 

The number of modes describes the number of modes that are inserted in this mathematical 
model. The maximum number of modeled modes is higher than the physical models in order to 
have a mathematically over-determined system of equations (Peeters & De Roeck, 1999). How-
ever, every model run needs computational time. Therefore, the number of modes needs to be 
limited.  

 We added a sentence for clarification. 

l. 111 (131), “user-defined accuracy criteria”, what are these criteria? Please describe and justify them. 

 See reply to general comment. 
 The accuracy criteria are given in Table A1 of the Appendix (cluster, MAC and damping accuracy) 
 We added slightly more detail to explain the parameters. However, we are mainly using default 

values of the software. 

l. 116 (135 and following), actually I would like to see the “raw” data, in this case the spectrograms or 
spectra, if just to be convinced that from these raw products one cannot already see the same frequency 
modes as in the advanced analysis. 

 We now also added the power spectra of the three seismometer components of each arch in a 
new Figure 1 together with the photographs of the arches as well as in Figure 3. For the array 
data, we added the spectra component-wise to the appendix. We think that showing 96 sepa-
rate power spectra for Musselman Arch or 18 power spectral for Squint Arch would not be ben-
eficial. 

 In addition, we added short discussions of these raw spectra in the introduction to show the 
challenges for each site. 

l. 126 (150), Fig. 2, it might help to colour code the singular value lines to indicate which is the first, sec-
ond, third SV (a legend would be needed in that case, too). Also, this figure should contain the PSDs of 
the data sets to compare the new outcomes against them. In panels c, f and i, it remains elusive to me 
when a pole is defined stable and when not. Is there any criterion that was used? For example in c 
around 2.7 Hz there are many apparently stable values that still are plotted as blue crosses. 

 In FDD analysis, there are both philosophies, to color the singular value curves or not. We think 
that coloring them introduces a visual bias and prefer to stick to the uniform black lines for the 
singular values. This is especially important for close modes, where the SDOF systems involve 
multiple eigenvalues. 

 The first singular value is the line with the highest energy. By definition of the singular value, the 
lines never cross and are thus always separated. We added more detail to Figure 3 and its cap-
tion to explain the singular value plot. 

 Power spectra are added (see previous comment). 
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 Yes, SSI-COV needs some stability criteria. These are introduced in the section 3 (Data pro-
cessing). Their values are given in Table A2 of the Appendix.  

 We agree with your observation regarding the mode around 2.7 Hz. There is indeed a good 
number of stable poles and given the peak on the first singular value, we would indeed interpret 
this as a resonance frequency. The mode is weaker than the first three modes, leading to fewer 
“stable poles” compared to the other modes. However, we did not discuss this mode as we are 
focusing on the first three modes of every arch (except Musselman) to maintain readability and 
to keep the study comparable to the one by Geimer et al. (2020). 

l. 133-151, there are many occurences of interpretations in this part. Please separate presentation of re-
sults and their intepretation throughout the text. Here is just an example. 

 We introduced a new section “Discussion” for discussions and interpretations. 
 However, at this particular location, we do not see much interpretation. We see the comparison 

to the work by Geimer et al. (2020) as part of the results, summarized in Table 1. If there are 
differences between the two studies, we now state them in the results section but discuss po-
tential reasons in the discussion section. 

l. 141 (161), what means “good agreement”? Please quantify or leave it. 

 Uncertainties of 20 to 30% for damping ratios can be considered as normal (see modifications 
and added references in the introduction). Therefore, with “good agreement”, we mean an 
agreement within this expected range. 

 Modification for clarification. 

l. 159-163 (179-181), This approach has not been mentioned in the methods. Please move it to the meth-
ods section and also give more context and information on SDOF. 

 We added the introduction of SDOF to the “Data processing” section and give the basic formu-
lation of a SDOF system in the appendix. 

l. 163 (184), “half-power bandwidth technique”, here as well this may be better mentioned in the meth-
ods section (or introduction if it is more appropriate there) but in any way, some short explanation of the 
term and its implication needs to be added, especially in a non-seismologist journal. 

 Description and formulation of the half-power bandwidth technique is now added to the “Data 
processing” section. 

 We moved the entire discussion on damping to the new section “Discussion”. 

l. 176-185, this section is also full of repeated interpretations of results. Please separate these materials 
into the appropriate sections, “Results” and “Discussion”. 

 We now separate the section of “Discussions and Conclusions” in two separate sections and 
move the discussions on damping previously written under “Results” to the “Discussions”. 

l. 189/Fig. 3, the cation is too short and gives too little context about the presented material of this fig-
ure. 
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 We expanded the captions. 

l. 206-208 (224-226), this is repetitive and redundant. Consider removing. 

 Yes, it is repetitive. However, we believe that a conclusions should start with a short repetition 
of the main task and goal of a study.  

l. 208 (226), what means “well suited”? Can you quantify this? Besides, how do you know the methods 
are well suited if there is no independent benchmark data to compare against? Data like rock mechanical 
model predictions of expected frequencies and their degree of overlap? Ovreall, this will be tricky to 
show. See my general comment on this issue. 

 Please refer to our general comment in the beginning, where we address this issue in detail. 
 In general, the good performance of EFDD and SSI is widely accepted in the field of modal anal-

ysis. In fact, they are standard techniques in the core fields of modal analysis (civil and mechani-
cal engineering). We modified the introduction and method section to better explain this.  

 Our goal is not to prove the superiority of these techniques but to transfer these techniques to 
geoscience. 

l. 209-211 (229), How can we be sure these are not just artefacts but indeed emerging due to a “better” 
approach? 

 This is related to the previous comment. The aim of this manuscript is not provide a proof that 
these two techniques are superior based on their methodology and advanced signal processing. 
This was shown in detailed technical papers in civil and mechanical engineering, which made 
these techniques state-of-the-art in these fields (in fact, there are already extended and im-
proved versions of the methods used here). We now include a few additional references in the 
introduction.  

 With “additional modal detail” we specifically mean close and hidden modes. These modes can 
simply not be seen by solely looking at the power spectra.  

 We modified the sentence to highlight this point. 

l. 216-220 (234-238), these descriptions are not really an outcome/implication of this study but rather a 
generic property of the method that should be better mentioned in the introduction (or methods section). 

 We now added a paragraph to the “Data processing” section to describe the “conventional” ap-

proach and show these descriptions already there. 

 We would still like to keep this repetition in the conclusions to have a reminder for the reader, 

why SSI-COV and EFDD might be useful to be applied. 
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REVIEWER 2 

This short communication of Hausler et al. presents the comparison of two classical methodologies cur-
rently used for operational modal analysis of engineering structures applied. It is an original and interest-
ing idea to apply both methods to geomorphological features such as rock arches. The objective is clear, 
the paper can be fluently read and the results are interesting. Nevertheless I have several questions and 
remarks that I would like to be adressed/discussed by the authors before final publication.  

General remarks 

Need to exactly define what is EFDD and SSI-Cov methods. I understand is meant to be a short paper, but 
this are not current techniques in Geomorphology, so some hints will help readers a lot. Especially, how 
the damping is estimated by each method ? and what are the main processing steps in both.   

 We agree that these are not very widespread techniques in geomorphology. However, there is a 

vast literature available, including studies in geomorphology (glaciers, landslides, rock towers, 

sedimentary valleys: Bottelin et al., 2013; Ermert et al., 2014; Häusler et al., 2019, 2021; 

Mercerat et al., 2021; Moore et al., 2019; Poggi et al., 2015; Preiswerk et al., 2019), which also 

provide more details on the techniques. We believe that interested readers with the intention 

to apply the methods can refer to the cited literature and that including the mathematical for-

mulations to this manuscript would not add much value. 

 We added a paragraph on the estimation of damping, including the formulation of the logarith-

mic decrement and the half-power bandwidth technique and a figure to show damping in time 

as well as in frequency domain. 

Need to specify and discuss that only two of the four sites have array data. So, for example, what is the 
advantage to use advanced techniques in single station measurements ? 

 We performed array measurements at Squint and Musselman arch, as described in Section 3 

(Data processing) 

 The main advantages of EFDD and SSI-COV are the same for single-station and array data: the 

possibility to resolve close and hidden modes and that only one plot needs to be analyzed. We 

modified the manuscript at various points to better highlight this advantage. 

 We agree that the efficiency of EFDD to analyze the data and display the results are not substan-

tial for a single-station analysis. However, the advantage to resolve close and hidden modes is 

still given. 

Specific Remarks 

Abstract.  

Line 14-16 "Therefore, we investigate two algorithms well-established in the field of civil engineering 
through application to a set of natural arches previously characterized using conventional seismological 
techniques."  
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-I would not call "algorithms" but instead "methods" for EFDD and Co-SSI.  

 Changed to “technique”. 

-Please specify what do you mean by "conventional seismological techniques" -> may be the polarization 
analysis (Lines 17-18) ? 

 Yes, changed accordingly. 

Line 19: the authors state that the proposed advanced techniques have "the capability to resolve closely 
spaced modes and provide stable damping estimates" and provide "more detailed characterization of 
dynamic parameters". After reading the whole paper, I'm not convinced that the results presented vali-
date both statements (unless dynamic parameters, the authors mean exclusively modal shapes and fre-
quencies)  

 We agree that our paper should not be about the stability assessment of modal damping ratios, 

as this is discussed in technical literature.  

 We show that EFDD and SSI-COV are able to retrieve damping estimates of the modes analyzed 

and that these estimates scatter in the expected range. 

 A key point is that EFDD and SSI-COV are able to detect close modes and estimate their damping 

ratio. We discuss the issue of uncertainties for damping estimations now when introducing the 

damping techniques (Data Processing) and in the new section “Discussions”. 

Introduction 

Line 71. EFDD is really "well-suited" for distinguish closely spaced modes ? Can the authors underline 
what enhanced EFDD is compared to FDD ?  

 Yes, the detection of closely spaced modes was a key motivation for Brincker et al. (2001) to in-

vent FDD. The ability of FDD to distinguish close modes is also described in US patent 

US6779404B1. 

 EFDD is the extension of FDD, which also includes the estimation of damping. FDD already pro-

vides the resonant frequencies and mode shapes. EFDD transforms the mode bell to time do-

main to retrieved the impulse response function and finally to obtain the modal damping ratio. 

 We clarified the difference in the “Data processing” section of the manuscript. 

Line 80-85. Sort of repetition of the main capabilities of each proposed advanced technique. Please de-
lete.  

 Deleted. 

Line 84. The authors suddenly include "rock slope instabilities", but they were not studied in the present 
work. Please clarify or delete.  

 We believe that it is important to show that these techniques can be applied on other geomor-

phological structures. 
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 We added the references to these studies. 

Methods 

Line 85. The methods section begins with the site presentations and instrumentation. Please adapt the 
section's title. The authors should clearly specify why each site has been chosen for the present study. 
Different instrumentations have been applied (See my General Remark).  

 Title changed to “Data acquisition and study sites” 

 We added a paragraph to explain why we chose these sites and added a figure showing the 

power spectra which should help to understand  the issues with the different structures. 

 We now additionally include the sensor name in Table 1. 

Line 114. Please specify "data residuals" of what ? : Velocities, cross-correlation traces, at which sensor, 
components, etc.  

 Simply spoken, it is the residuals between the model and the observed data in time-domain. The 

more elaborated answer would cover a few pages and can be found in Van Overschee and De 

Moor (1993) and Peeters and De Roeck (1999). 

 We are fully aware that SSI is not an easy mathematical concept. However, we think that our 

goal should be to show that SSI is a method to build a mathematical model that best fits the 

data. We simplified the sentenced to gain more clarity. 

 We believe, this short description is justified at this location, as the mathematical method itself 

is a standard technique in civil engineering since several decades. Furthermore, we gave all the 

references and the SSI-COV software we are using is broadcasted as open source by Cheynet 

(2020). 

Line 117. "Modes (i.e. Poles)" Need a MUCH longer explanation.  

 Poles and zeros are terms in complex mathematics and used in structural and electrical engi-

neering to define a system’s transfer function. Resonant frequencies are defined at the poles (a 

singularity). In this context, it is fair to use them synonymously to the term “mode”, as a basic 

introduction to the concept of complex numbers, poles and zeros, and transfer functions would 

be beyond the scope of the paper. 

 We added a sentence for clarification. 

Line 120-125. This paragraph fits better in the Introduction part : the fact that the two methods have 
been previously compared in other context.  

 Moved. 

 In addition, we added a few references to show that both techniques are standard methods in 

civil engineering for structural analysis and to show their strengths and weaknesses. 

Line 130. This paragraph include technical details of the SSI that are not clearly followed by the reader. 
Please clarify  



  12/19 

 Based on this comment, it is difficult to assess which parts are not clear.  

 We provide the references to the original literature and textbooks on the technique. 

 We slightly modified the paragraph. 

Results 

Line 137-140. The authors state that damping values for the fundamental mode are quite different from 
the three techniques. By the way, the authors should previously define the "half-power bandwidth 
method" used by Geimer (2020), with respect to the "mode bell" fitting of EFDD.  

 We now introduced the half-power bandwidth in the “Data processing” section. 

 Yes, we stated that damping is 0.9 and 0.6 % for EFDD and SSI-COV but 2.4 % for half-power 

bandwidth technique. The reason for this difference is discussed in the Discussion section. 

 We also added a statement that damping is very difficult to estimate, regardless of the tech-

nique. Uncertainties of 20 to 30% are not exceptional (e.g., Au et al., 2021; Döhler et al., 2013; 

Gersch, 1974; Griffith & Carne, 2007). 

Line 135. For this example of Rainbow Bridge, it may help the reader to recall that here a single station 
analysis is being used, and that is the reason a single Modal vector is compared.  

 Changed as suggested. 

Line 153. Corona Arch. It seems here two closed modes are found between 5.0 and 5.4, but EFDD and 
SSI_Cov indicate exactly the same frequency ! So the advanced methodologies were not indicated to sep-
arate close modes ? Please rephrase the paragraph to explain this behavior.  

 In fact, this is an excellent example for the performance of the two techniques: by just counting 

the number of spectral peaks between 5 and 6 Hz, one would retrieve one single mode. In con-

trast, both EFDD and SSI-COV recovered two modes. Therefore, the advanced techniques clearly 

show that there are two close modes, whereas simple peak picking (PP) would fail. This is ex-

actly the demonstration of the strength of EFDD and SSI-COV. 

 We added a paragraph of discussion for each arch to the new section “Discussion”. 

Line 158. The concept of "modal incidence" is not clear at all. Please redefine. In fact, could the authors 
propose other terminology (for the single station measurements) because it is quite confusing. I would 
not see an "incidence" angle for a mode. If I understand correctly, the authors would like to compare vec-
tor orientations in 3D, it is not better simply "azimuth, dip and rake" ?  

 The incidence corresponds to the angle of the modal vector and the vertical axis. We use this 

term, as it was used in other studies in this context, for example Moore et al. (2019) and 

Finnegan et al. (2021), but especially by Geimer et al. (2020), who analyzed the same arches as 

presented in this manuscript. The term goes back to the original paper by Koper and Hawley 

(2010), who introduced the polarization analysis (PA) technique that was subsequently used by 

the aforementioned authors. 

 We acknowledge that “dip” would be a valid alternative for “incidence”. However, we prefer to 

stick to the term “incidence” that is more established in the field. 
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Line 160. here again damping values are different. Reasons ? Can the authors advance any uncertainty 
for each estimation ?  

 We move the discussion of the differences in damping to the new “Discussion” section. 

 Estimating damping is indeed a challenging task and its uncertainties are much larger than for 

the estimation of resonance frequency. (e.g., Au et al., 2021; Döhler et al., 2013; Gersch, 1974; 

Griffith & Carne, 2007). Discussing these uncertainties in this manuscript would be beyond the 

scope of the paper. However, it follows from these studies that uncertainties of 20 to 30 % can 

be expected. We expanded the introduction of the different techniques and give references to 

the above mentioned publications. 

 In this light, the differences in damping between the techniques were expected. Cases, where 

larger differences were observed are now discussed in the new “Discussion” section. 

Line 164. Squint Arch. Mode splitting is proposed here for the two close modes at 11.5-12.5 Hz cause by 
anisotropy. I do not have access to the work of Geimer et al (2020) but it looks that "homogeneous nu-
merical model" does not reproduce a mode-splitting phenomenon.  

 Thanks for putting a finger on this. As the work by Geimer et al. (2020) is an important founda-

tion but not open access. We uploaded this work on an institutional repository: https://geohaz-

ards.earth.utah.edu/images/grl60517_accepted.pdf. 

First I guess "homogeneous" should be replaced by "isotropic". In fact, it may be the case that heteroge-
neous (though isotropic) models may present these two modes with quite close frequencies, but com-
pletely different modal shapes. In fact, it seems to be the case from the EFDD results of the later experi-
ment with the 6 node stations : the first one seems to be a longitudinal mode, while the second one 
seems to be bending in the transvere direction. Is that also confirmed by the single station analysis ( azi-
muth/incidence ) ? This should be discussed in the paper. In fact why looking to anisotropic models (ra-
ther complex) when may be a numerical modal analysis could support this two "close" modes ? It may be 
useful for the readers to get the Figures from Geiger et al (2020) co-author included in the present paper.  

 Agreed, it should be ‘isotropic’.  

 However, we removed the entire topic of the properties of the numerical model as this is not 

relevant for the scope of the manuscript. 

 Geimer et al. (2020) do not present a figure related to Squint Arch. However, the azimuth and 

incidence values presented in their paper are given in our manuscript in Table 2.  

 The single station analysis shows an incidence of 71° (19° off from horizontal) and 49° (41° off 

from horizontal) with an azimuth perpendicular to the arch. Therefore, both modes are first-or-

der bending modes but with different vertical components. We observe the same behavior dur-

ing both surveys. However, a direct comparison is not possible, as the modal properties might 

change between the surveys. We added sentence to the discussion and updated Figure 4 to bet-

ter illustrate the mode shapes. 

I can not see why the full modal analysis with many sensors is not much exploited. For example, there is 
also the strange phenomenon of mode f3 (near 20 Hz) that completely dissapears in the second cam-

https://geohazards.earth.utah.edu/images/grl60517_accepted.pdf
https://geohazards.earth.utah.edu/images/grl60517_accepted.pdf
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paign. It would be really helpful to compare the recordings from the broadband seismometer (1st cam-
pagin) and the node exact (or closely) located node for the 2nd campaign. This would be quite useful for 
new planned operational modal analysis campaigns with node-type equipment.  

 We agree that evaluating different sensor types is an interesting topic and is important for fu-

ture modal analysis campaigns. 

 However, this manuscript has the goal to show advanced normal mode analysis techniques used 

in engineering to the geoscience community. Therefore, we prefer focusing on this topic, espe-

cially as this was originally planned as a Short Communication. A comprehensive instrument 

evaluation would be a topic for an independent study. 

 As a reply to your comment, we show here the power spectra of the broadband of the first array 

and the closest nodal geophone. We attribute the differences in modal parameter to environ-

mental effects (mainly temperature, see Starr et al., 2015). However, such effects are not the 

scope of this manuscript. 

 

 

Line 187. Puzzled about this interesting active experiment. More information needed.  

 We added a sentence to describe the active experiment in the section “Data processing”. 

Last thing, about Squint Arch. What would be the damping value estimated from the EFDD or SSI of the 
nodal campaign ? The peaks in the SVD looks quite different from the ones of Figure 2c). It will be useful 
to compare the two campaigns in light of different instruments, number of sensors, both for frequency 
and damping characterization. Which is the impact ?  

 As described, we were not able to find a set of SSI parameters that leads to stable results. There-

fore, we do not have estimates based on SSI. 
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 EFDD provides damping ratios of 2.5 and 0.8 %. Obviously, there is a difference to the single-sta-

tion measurements for the second mode. However, the data originates from two different cam-

paigns with different environmental conditions, which most likely also caused the frequency 

shifts and can affect the mode shapes. This is now mentioned in the “Discussions”. 

 We agree, that a study on the effects of instruments and number of sensors would be very inter-

esting and could result in an experiment optimization study (optimum amount of sensors, find 

cost-effective but still reliable sensor, etc.). However, these questions are beyond the scope of 

our manuscript. The questions on instrumentation and number of sensors is independent from 

these algorithms. For your interest: there is a student report available that discusses some sen-

sor-related differences on rock arches, though not the sensors used in this study: https://geo-

hazards.earth.utah.edu/images/UROP_Final_Report_CR.pdf 

Lines 210-215. It is rather dissapointing that the experiment with the higher number of sensors (2x16) is 
not much further discussed (with respect to the other 3 cases, only one paragraph !). For example, two 
lines were measured: synchronously ? with a reference station ? how much time duration ? Were these 
the same instruments that the ones in Squint Arch ? Why a twisting mode (torsional mode) is not being 
identified ? What about the dimensions (especially width, thickness) of the arch ?  

 Yes, both lines were acquired synchronously, the duration is given in Table 1 (column “dura-

tion”). We added a sentence for clarification. 

 Both sites were instrumented with Zland 5-Hz nodal geophones, as written in Section 2 (Data 

acquisition and study sites). We now include the sensor type also in Table 1 (column “Sensors”). 

 Yes, the normal mode shapes are normalized to a station in the middle of the arch. Such normal-

ization to a sensor with large modal deflection is common practice in modal analysis. We 

marked the reference station in the figures. 

 Indeed, we did not observe a torsional mode. Possible explanations for this include the mode 

appearing at a higher frequency which was not strongly excited above background noise levels, 

or an array geometry that was not sufficiently spaced to capture torsional motion. However, the 

objective of our manuscript is to present two processing techniques to assess rock arches. The 

investigation on why no torsional mode is identified or how this relates to the dimensions of the 

arch is beyond the scope of the paper. However, hopefully, this paper is encouraging for geolo-

gists and geo-structural engineers to use these techniques and find answers for these questions. 

 Regarding the extent of the paragraph: Musselman arch is a relatively easy case with no close or 

hidden modes. We use this site to demonstrate the ability of FDD to analyze all stations in one 

single plot (the singular value plot) and directly retrieve the mode shapes.  

Discussion and Conclusion 

Line 227. I'm not fully convinced about the statement that both methods are "well-suited" to determine 
all dynamic parameters. Please rephrase, the objective of the paper was to look to differences in param-
eter determination. Anyway, the differences are important and the instruments for data acquisition 
seem to have much stronger impact than the methodology. Comment on that ?  

 While PP and PA failed in recovering the closely-spaced mode (f2 and f3) at Corona arch and 

could not provide conclusive results at Squint arch regarding the two closely-space first modes, 

https://geohazards.earth.utah.edu/images/UROP_Final_Report_CR.pdf
https://geohazards.earth.utah.edu/images/UROP_Final_Report_CR.pdf
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EFDD and SSI-COV could both separate these close modes. Therefore, these two techniques are 

at least better suited than PP and PA, because they detect the modes and determine their 

modal parameters. 

 We showed that EFDD and SSI-COV can recover damping ratios also for hidden and close modes. 

In case of hidden and close modes, simple half-power bandwidth techniques on the individual 

power spectra cannot be applied, simply because the mode bell is not visible or cannot be iden-

tified as such. In addition, modal superposition leads to a broadening of the mode bell, as now 

illustrated in Figure 2a. However, we admit that the half-power bandwidth technique can also 

be applied on the singular values, which is still an improvement by FDD because it clearly shows 

the mode bell. We added a sentence to show this improvement. 

 We cannot follow the statement that the instruments have a larger impact than the processing 

techniques. The only arch where different sets of instruments were used in separate campaigns 

was Squint Arch. We compare our results to the study by Geimer et al. (2020), using the exact 

same data.  

Lines 235-240. Damping estimation (even with EFDD and SSI-Cov) is always difficult and I'm not con-
vinced that the advanced techniques are more "robust" than the half-power bandwith picking. Is there 
no "spectral smoothing" in both advanced techniques ? In the EFDD a "mode bell" is fitted to an SVD sin-
gular value, then back transformed in time, and measured by logarithmic decay; and in SSI-Cov, as far as 
I understand, there is also a parameter fitting in the least-square sense. No smoothing and/or regulariza-
tion at all ?  

 Yes, we agree that damping is very difficult to estimate and that our manuscript should not fo-

cus too much on discussing robustness, especially since this is extensively discussed in more 

technical literature. We added some references on this topic  (Au et al., 2021; Döhler et al., 

2013; Gersch, 1974; Griffith & Carne, 2007). 

 SSI-COV is supposed to be more robust because there is no spectral smoothing (it is a time-do-

main technique). 

 A key element is that mode superposition leads to broadening of the mode bell, resulting in an 

overestimation of damping when analyzing the power spectra (as now illustrated in Figure 2). 

Therefore, EFDD is more accurate than the half-power bandwidth technique, (but not neces-

sarily more precise). 

 In addition, EFDD (and other curve-fitting techniques) are considered to be more robust than 

half-power bandwidth because they fit a curve, i.e. many points, to the data, whereas the half-

power bandwidth technique is based on three values only (resonance frequency plus the two -

3dB points). Therefore, the half-power bandwidth technique is more sensitive to noise and outli-

ers.  

 However, damping of close and hidden modes cannot be determined on power spectra, simply 

because the mode bell cannot be seen or identified as such. Therefore, we reformulate the par-

agraph in a way to show that these advanced techniques allow for estimating damping even of 

close modes. We refer to the literature for a discussion on the robustness of the techniques. 

In conclusion, I advise the authors to revise this paragraph, specially the statement concluding that more 
advanced techniques would give more robust estimates of damping. Robustness may only be assessed if 
a detailed uncertainty analysis is carried out: different time windows, spectral estimation, etc.  
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 See previous comment. 

Line 239. "determined by the active impulse measurement at Squint Arch." I'm really puzzled about this 
experience. There is not much information in the manuscript. If an active impulse was used (hammer?) , I 
could imagine relatively high frequencies involved. How damping at high frequencies can/may be com-
pared with damping at the whole structure scale (freq < 15 Hz) ? I think the authors should give much 
more information of the active experience in the present paper.   

 We added a sentence to describe the active experiment. The active experiments were per-

formed in the study by Geimer et al. (2020). Here, we compare damping results of EFDD and SSI-

COV to values published in that publication.  

 The arch was excited by stomping on the arch next to the ground (using a hammer on the arch 

or any other stronger sources would probably damage the structure, which must be avoided). 

 While there is certainly a source effect, this was minimized by applying a band-pass filter around 

the resonance frequency. 

Line 245-255. On the other hand, I agree with the authors about the capabilities of sensor arrays to bet-
ter characterize modal shapes of different rock arches or geological structures compared to a single sta-
tion approach.  

 Definitively! We would like to point out again that here, FDD provides a very user friendly tool to 

retrieve the mode shapes and analyze the data in one single plot. Analyzing the 96 seismic 

traces recorded at Musselman arch with respect to resonance frequency, polarization, and 

damping is an enormous task. Single-station polarization analysis would still result in 32 individ-

ual analyzes. 

 We added a sentence to highlight this user-friendliness. 

Line 254. homogeneous "isotropic" models. 

 Removed. 
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