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Abstract. Obtaining accurate porosity information of fluvial sediment deposits is helpful and desirable for many tasks of

river engineers. Besides direct measurements of single samples and empirical formulas specialized for specific cases, packing

models promise efficient predictions due to their theoretical and extensible foundation. The objective of this work is thus to

investigate the usability of three such models in order to obtain a suitable porosity prediction method for the challenging case

of fluvial sediment packings. There, the complexity originates from wide continuous size distributions, from silt to gravel,5

and different grain shapes. We use data obtained from extensive numerical packing simulations to determine the required

model parameters and to verify the models’ accuracy for moderate size ratios. This study reveals systematic deficits in one

of the models which can be attributed to the absence of a built-in mixture packing model. By combining these findings with

data from laboratory measurements and extending the model to include cohesive effects, we exemplify for the Rhine River in

Germany that reasonable porosity predictions can be obtained with the Compressible Packing Model. Through an additional10

comparison with data from French rivers, guidelines for a successful prediction in cases with limited prior knowledge of the

model parameters are developed. Future model enhancements, of the packing models directly as well as by incorporating more

effects that are known to influence porosity, are expected to improve the predictive performance.

1 Introduction

River-related research thus requires its accurate and efficient assessment where it is known to vary along a river’s length and15

width (Frings et al., 2011; Tabesh et al., 2022). This variation originates from spatial changes in factors that influence porosity,

often quite significantly (Fraser, 1935; Frings et al., 2011). Examples for such factors are the sediment grain size distribution

(Frings et al., 2011; Tabesh et al., 2022), the grain form and shape (Cho et al., 2006; Chang et al., 2018; Zhang et al., 2020;

Rettinger et al., 2022b), the deposition conditions leading to loose or dense packings (An et al., 2008; Chang et al., 2018), and

1



the type of micromechanical grain interaction like friction and cohesive forces (Yu et al., 2003; An et al., 2008; Zou et al.,20

2011; Liu et al., 2017; Zhang et al., 2020).

Porosity of sediment packings can be determined in various ways where all come with individual benefits and challenges.

The straightforward way is to carry out field studies or laboratory measurements, for which different techniques have been

developed (Frings et al., 2011; Seitz et al., 2018; Tabesh et al., 2019). While field studies are extremely laborious and might

suffer from measurement uncertainties, laboratory studies might additionally influence porosity by the confined setting and the25

packing process (Zou and Yu, 1995). Using numerical simulations of the packing process is a more recent approach and offers

the advantage to have full control over all parameters (Liang et al., 2015; Schruff et al., 2018; Seelen et al., 2018; Zhang et al.,

2020), allowing for systematic studies of the different porosity controlling factors (Suhr and Six, 2020; Rettinger et al., 2022b).

All these techniques have in common that they provide direct of porosity for specific cases, making them a valuable source

for porosity data sets. However, they are generally too costly to be applied for a multitude of porosity assessments and require30

the actual sediment grains for field or laboratory studies, or precise knowledge about their properties to be used in numerical

simulations.

On the other hand, empirical porosity predictors have been developed as an effective alternative. They commonly rely on

statistical descriptors of the grain properties, like the mean grain size (Carling and Reader, 1982; Wu and Wang, 2006), its

standard deviation (Wooster et al., 2008), or the percentage of fine (Frings et al., 2011). These predictors are typically given35

by a concise mathematical formula and, by construction, require only very limited information about the packing, making

them easily applicable. However, as they were obtained through fitting to a specific data set, their accuracy for other cases

is low (Frings et al., 2011) and there is no systematic way to extend them to other porosity-modifying factors. Thus, a more

theoretical, model-based description of packing properties and their effect on porosity is desirable in order to obtain a generally

applicable and extensible predictor.40

Such a framework is offered by so-called packing, or mixture, models. Pioneered by Furnas (1931) and Westman (1936), the

general idea of these models is to regard the system as consisting of a finite number of separate classes with different properties.

Then, the pair-wise interaction among these classes and its effect on porosity is modeled and, finally, adequately combined to

obtain an estimation of the system’s porosity. While some of these models have been applied to packings of distinct shapes,

like sphere-cylinder systems (Yu et al., 1996), the majority focuses on the grain size to distinguish the classes (Jones et al.,45

2002; Kwan et al., 2013; Liu et al., 2020). Most of them have been developed in the context of industrial and engineering

applications where usually only a small number of well-defined and well-separated size classes are mixed together, resulting in

a large number of models for binary (Kamann et al., 2007; Zhang et al., 2011; Chang and Deng, 2017; Roquier, 2017; Wu and

Li, 2017) and ternary packings (Kwan et al., 2015; Perera et al., 2022). Commonly, they consider the filling effect, meaning

that fine fill the pores between the tightly packed coarse , and the occupation effect, meaning that some coarse completely50

occupy the space in place of tightly packed fine , see Fig. 1 for a binary packing. In both cases, the main component of the

packing, i.e., coarse for filling and fine for occupation, is essentially left unchanged, and the presence of the second component

decreases porosity . In comparative studies for binary mixtures of quartz sand (Liu et al., 2020) and ternary mixtures of cement

(Jones et al., 2002), the general applicability of these models has been demonstrated, with minor differences in specific cases.
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Figure 1.

Turning towards packings of fluvial sediment, an immediate challenge arises due to the large grain size range, covering silt,55

sand, and gravel, which leads to a wide range of size ratios on the order of 104 between the largest and the smallest grains.

The observable grain sizes naturally cover the whole range of this size interval, in stark contrast to strictly binary or ternary

packings for which these packing models have been primarily designed and used. Only a small subset of the above mentioned

packing models was developed for such multi-sized cases (Yu and Standish, 1991; De Larrard, 1999; Chang and Deng, 2018;

Liu et al., 2019) and their verification was often again restricted to a few different size classes. Additionally, size-dependent60

effects like cohesive interactions become relevant once small like fine sand and silt are involved which again influence the

packing (Yu et al., 2003; Zou et al., 2011). Furthermore, the average grain shape varies from river to river (Oakey et al., 2005;

Liang et al., 2015; Rettinger et al., 2022b), in contrast to the usually rather similar and often simpler shapes encountered in

industrial applications. The shape is known to strongly influence the interaction among grains which must be accounted for

in the model (Yu et al., 1996). Frings et al. (2011) could demonstrate that the model proposed by Yu and Standish (1991) is65

generally able to produce reasonable predictions of porosity for fluvial packings, but the model parameters and their influence

on the results remained difficult to determine. All in all, the applicability and accuracy of such packing models, their adequate

parameterization, and a guideline on which one to use for porosity predictions of fluvial sediment deposits is currently missing.

The main objective of the present manuscript is thus to fill this apparent gap by providing a systematic and comparative

study of multi-sized packing models in order to derive a suitable porosity predictor. The models are parameterized with data70

from laboratory experiments and numerical simulations with fluvial sediment, and subsequently verified for different grain size

distributions. In line with this idea, the paper is structured as follows: Section 2 reviews different packing models proposed in

literature for the packing of a large number of size classes. Then, the models’ interaction parameters are calibrated in Sect. 3

with the help of numerical simulations of binary packings. In Sect. 4, these models are validated for sand-gravel mixtures that

were again obtained from numerical simulations to check their accuracy for multi-sized packings with a narrow size range.75

Section 7 summarizes the main findings and outlines future directions.
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2 Review of Packing Models

This section presents several packing models that have been proposed for multi-size packings. For all of them, we provide a

concise but complete summary, followed by a direct comparison of the models.

2.1 Definitions80

Depending on the scientific community, the packing of solids is commonly described by different quantities like porosity, the

solid packing fraction, the void ratio, or the specific volume. As a consequence, the available packing models are formulated

differently. However, all of them can be directly converted to provide an estimate for porosity, which is the focus of this work.

Considering a system of total volume V , that contains solid of volume Vs and pore (or void) volume Vp such that V =

Vs+Vp, then the quantities mentioned above are given as:85

porosity n=
Vp
V
∈ [0,1] (1)

solid packing fraction (or density) φ=
Vs
V

= 1−n ∈ [0,1] (2)

void ratio (or voids index) e=
Vp
Vs

=
n

1−n
∈ [0,∞) (3)

specific volume ν =
V

Vs
=

1

1−n
∈ [1,∞) (4)

Generally, the solid volume contains of various sizes and shapes as commonly encountered in fluvial sediment deposits.90

Analogously to sieving the with a hierarchy of sieves of mesh sizes si, we assume that the can be partitioned into N classes

based on their size. The average class size di is calculated as the geometric mean of the respective sieve interval [si si+1], i.e.,

di =
√
si si+1. (5)

This measure, like the sieving procedure, corresponds to a discretization of the continuous grain size distribution and is neces-

sary as the here considered packing models can only cope with discrete classes of a given size. The N size classes are ordered95

such that d1 > d2 > · · ·> dN . The size ratio of two size classes is defined as

rij =

di/dj , di ≤ dj ,

dj/di, di > dj ,
(6)

such that rij ∈ [0,1] and rij = rji. The subscripts i, j, and later on also k, are used to denote quantities of distinct size classes.

The partial volume fraction of size class i is obtained as

yi =
Vs,i
Vs

, (7)100

such that
∑N
i=1 yi = 1. Since we assume a constant material density for all , the yi correspond to the mass fractions obtained by

the sieving procedure. Additionally, we further assume a known porosity n0,i which would be observed for a system containing

only of a single size class i, i.e., a uniform packing, .
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Figure 2. Sketch of a packing model and its parameterization. The brown arrows denote the influence of a property on one of the model

components as considered in the present work. Blue arrows indicate the flow of data within the model.

2.2 General overview

2.3 Linear Mixture Packing Model105

The Linear Mixture Packing Model (LMPM) was originally proposed by Yu and Standish (1991) and combines a linear

packing model (LPM) with a mixture packing model (MM). Later, the packing model was slightly modified by Yu et al. (1996)

to account for different initial porosities of the individual classes, as e.g. encountered for deposits with differently shaped . We

here present the modified variant, which also simplified some of the involved parameters. The model is formulated in terms of

the specific volume, where νi denotes the one of a uniform packing of a single size class, i.e.,110

νi =
1

1−n0,i
. (8)

Considering the size class i, the general idea is to separate all size classes into three categories, depending on their relative

sizes. Then, the partial specific volume can be obtained as

ν∗i =

L−1∑
j=1

(νj − (νj − 1)bLMPM(rij))yj + νmix
i

M∑
j=L

yj +

N∑
j=M+1

νj(1− aLMPM(rij))yj , (9)

with the interaction functions aLMPM (Eq. (A3)) and bLMPM (Eq. (A4)). The second term represents the controlling component,115

containing not only the class i but all classes [L,M ], which interact according to the mixture packing model

νmix
i = νmix

0 +

∑M−1
j=L

∑M
k=j+1 c

LMPM(rjk,n0,mix)yjyk(∑M
j=L yj

)2 +

∑M−1
j=L

∑M
k=j+1 d

LMPM(rjk,n0,mix)yjyk(yj − yk)(∑M
j=L yj

)3 (10)

where νmix
0 =

∑M
j=L yjνj∑M
j=L yj

, and cLMPM and dLMPM are the quadratic and cubic mixture parameters, respectively, as given by

Eqs. (A5) and (A6). Thus, in total, the model requires four parameters.
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Figure 3. Graphical representation of the packing models considered in this study, Sects. 2.3 to 2.5, and their modeled interactions among

the discrete size classes 1 to N (depicted as boxes) via the given interaction functions. Blue shading indicates pair-wise interaction while

orange shading implies multi-component interaction among the contained size classes.

By introducing the critical size ratio of entrance rc, the classes L and M are the minimum and maximum ones whose sizes120

are between di/rc and di rc, see Eq. (A1) and Eq. (A2). If L=M = i, the LMPM reduces to the linear packing model Yu et al.

(1996) whereas the mixture model is recovered for L= 1 and M =N . Based on geometric arguments for tetrahedral sphere

packings, rc = 0.154 was suggested (Yu and Standish, 1991). A graphical representation of the model is given in Fig. 3 a.

Finally, the specific volume of the packing is obtained as

v =max
i
ν∗i . (11)125

By introducing more parameters, the linear packing model has recently been extended to take into account additional in-

teraction mechanisms, like the wedging effect (Kwan et al., 2013, 2015), however, only for binary and ternary packings.

Furthermore, the combination with a mixture model has recently been revised (Chang and Deng, 2017, 2018) which led to a

system of nonlinear equations that needs to be solved. For simplicity, we will here make use of the above presented model.

2.4 Compressible Packing Model130

The Compressible Packing Model (CPM) was presented by De Larrard (1999) in the context of concrete mixing. It is a three-

parameter model that is formulated in terms of solid packing densities and first constructs an ideal packing with maximal

packing density. Then, the effect of the imperfect packing process is considered by a compaction index which determines the

actual packing density of the deposit.

The ideal case is obtained by using a linear packing model, similar to the LPM above, assuming a single dominant size class135

i, for which the solid packing fraction is obtained as:

γi =
βi

1−
∑i−1
j=1

(
1−βi+ bCPM(rij)βi(1− 1

βj
)
)
yj −

∑N
j=i+1

(
1− aCPM(rij)

βi

βj

)
yj
, (12)
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where βi and βj are the so-called ideal, i.e., maximum, packing densities of classes i and j, respectively, and aCPM and bCPM

are the model’s interaction functions, see Eqs. (A7) and (A8).

The ideal packing density of the complete packing would then be obtained as140

γ =min
i
γi. (13)

The actual packing density φ is implicitly obtained as the solution of

K =

N∑
i=1

yi/βi
1/φ− 1/γi

. (14)

The compaction index K ∈ (0,∞) models the packing process and state, since actual packings are generally not ideal and

exhibit less densely packed configurations. In the literature, suggested values for K from 4 for a loose packing (De Larrard,145

1999) to 12.5 for a compressed one (Jones et al., 2002) can be found, while K→∞ would recover the ideal packing density

γ. By construction, there is only a single φ that satisfies this equation in the range φ ∈ (0,γ) which we here determine via a

bisection line search after reformulation into a root-finding problem. Figure 3 b visualizes this model.

To be consistent with our notion of n0,i, which is the actually observed porosity for a uniform packing, we apply Eq. (14)

for a single size class and obtain150

βi =
K +1

K
(1−n0,i). (15)

The CPM has been extended based on geometrical considerations for the loosening effect by an additional parameter

(Roquier, 2017), however, again only for binary packings. Therefore, we will apply the original CPM.

2.5 Nonlinear Packing Model

Recently, Liu et al. (2019) developed the Nonlinear Packing Model (NPM) in order to improve upon deficits of the linear155

packing model for binary mixtures. It is formulated based on void ratios, where εi is the void ratio of a single size class i, i.e.,

εi =
n0,i

1−n0,i
. (16)

Assuming i to be the single dominant component, the corresponding void ratio is then modeled as1:

ε∗i = εiy
2
i −

N∑
j=1
j 6=i

εjy2j − 2εjyj +

N∑
k=j+1
k 6=i

(εj + εk)yjyk

− i−1∑
j=1

bNPM(rij)εj(1+yi)yj−
N∑

j=i+1

aNPM(rij)(εj(1+yi)+1)yj . (17)

The two interaction functions aNPM and bNPM are given in Eqs. (A9) and (A10).160

The void ratio of the packing is then obtained as

e=max
i
ε∗i . (18)

The model is sketched in Fig. 3 c.
1We corrected a mistake in the original work in Eq. 18 (Liu et al., 2019) in the fourth term with

∑n
k=1
k 6=i,j

, as can be verified by checking against the results

for the ternary packings in Eqs. 13-15.
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Figure 4. Comparison of the three different packing models for binary cases with n0,1 = n0,2 = 0.4. a LMPM, b CPM, with K = 4 (dashed)

and K = 9 (solid), c NPM.

2.6 Comparison

While an in-depth comparison of the models and their performance for the specific case of fluvial sediment will be given in the165

upcoming sections, it is worthwhile to compare them more generally for the parameterization commonly applied in literature.

A direct comparison in terms of predicted porosity for binary packings with varying volume fractions and size ratios is shown

in Fig. 4, using the parameterization as stated in Appendix A. For the two extreme cases, y2 = 0 and y2 = 1, where only a single

size class is present in the packing, all models yield the same porosity, as . In between, the differences of the three models are

directly visible, in the general shape of the curves as well as the obtained porosity values. Considering a single model, the170

different predictions for changing size ratios originate solely from the fact that the interaction parameters are modified as a

function of the size ratio. Specifically, for the LMPM, the switching between the two intrinsic models, packing and mixing, is

apparent in the distinct shape of the curve once the size ratio is below 0.154, the value of rc. For the CPM, the influence of the

compaction index K can be seen where for larger values smaller porosity values are obtained.

Apart from the general model itself, the differences originate from the applied interaction functions. All models feature175

parameters a and b that were introduced to express similar interactions between the size classes as a function of rij . However,

those interaction functions should usually be seen in the context of the model itself and thus take different forms and values,

which does not permit a comparative interpretation whether or not certain interactions are taken into account. These interaction

functions are shown in Fig. 5. While the functions for the LMPM and the NPM reach their maximum for the case rij → 0

and are 0 for rij = 1, it is the other way around for the CPM. Due to the introduction of additional prefactors in Eqs. (A9)180

and (A10), the maximum of the NPM is below 1 while this is the explicitly enforced value in the LMPM and CPM. Still,

there is a general similarity between the models which have inspired different modifications of the functional form of these

interaction parameters (Kwan et al., 2013; Chan and Kwan, 2014; Knop and Peled, 2016; Chang and Deng, 2017; Roquier,

2017). Furthermore, as noticed by several authors, the interaction functions usually depend on the shape of the (Kwan et al.,
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Figure 5. Comparison of interaction functions proposed in literature for spherical for the three different packing models. a LMPM, b CPM,

c NPM.

2013; Liu et al., 2019). Consequently, the functions’ coefficients have to be calibrated for a specific case in order to yield185

accurate predictions of the packing porosity. This calibration is carried out next for our specific case of fluvial sediment.

3 Calibration of interaction parameters

In this section, binary packings of sedimentary were simulated and their porosity was evaluated in order to obtain the interac-

tion parameters required for the packing models presented in Sect. 2 .

3.1 Simulation setup190

For this study, we made use of the numerical method, the simulation setup and the evaluation approach that had been validated

extensively in a similar recent study by Rettinger et al. (2022b) and were contained in the WALBERLA simulation framework

(Bauer et al., 2021). Here, for brevity, we just summarize the key aspects and specifics of the simulation setup and refer to the

original work for an in-depth discussion of all parts.

The packings were simulated in a horizontally periodic domain of size 0.25 m ×0.25 m, by generating and dropping 25195

kg of onto the bottom plane. All had a density of ρp = 2650kg/m3. For each grain, the size was chosen from the complete

interval of the sieve mesh size corresponding to the respective size class, assuming a uniform distribution within this interval.

Following the previous findings (Rettinger et al., 2022b), we also assumed that the shape of all is similar and independent

of the actual size, such that there are no shape-differences between size classes. Thus, each shape was randomly sampled

from a set of meshes (Rettinger et al., 2022c), obtained by computer tomography (CT) scans of actual gravel-sized sediment200

from the Rhine River in Germany. During the generation phase of the simulation and continued for 12 s, we applied a slight

horizontal shaking of the whole domain to consolidate the packing. Afterward, a force-based damping, similar to Zhao et al.

(2017), was applied until all had come to rest. Porosity was determined from the bulk region of the resulting packing, thus

9



Table 1. Sieve mesh sizes and correspondingly considered mean sizes di.

sieve mesh sizes (mm) 22.4 - 31.5 16 - 22.4 11.2 - 16 8 - 11.2 5.6 - 8 4 - 5.6 2.8 - 4

di (mm) 26.56 18.93 13.39 9.47 6.69 4.73 3.35

(a) (b) (c)

Figure 6. Visualization of three different binary packings for the case y1 = y2 = 0.5 with d1 = 26.56 mm and (a) d2 = 4.73 mm with 49788

, (b) d2 = 9.47 mm with 7625 , (c) d2 = 18.93 mm with 1190 . Color depicts the size on a logarithmic scale.

excluding possible finite size effects due to the bottom wall and top surface. This evaluation was achieved by first assessing

the horizontally averaged porosity profile as a function of packing height based on the available grain positions and their size205

information, and then computing the average of this profile over the height interval of the bulk region.

The binary packings were here generated for with sizes between 2.8 mm and 31.5 mm. The extent of the size classes and

their mean sizes according to Eq. (5) are given in Table 1. The packings were composed of a mixture of the coarse size class

and one of the others, which varies the size ratio, and applying nominal mass fractions y1 ∈ {0,0.1, . . . ,0.9,1} and y2 = 1−y1.

Due to the random sampling in the generation routine, the actually generated mass fractions might vary. Three examples are210

visualized in Fig. 6. Each of these simulations was typically run on 100 - 1824 compute cores for several hours, depending on

the number of .

3.2 Evaluation

For gravel-sized sediment with non-cohesive interactions, the actual grain size of uniform packings should not influence poros-

ity (Frings et al., 2011). Thus, the initial porosity values n0,i were assumed to be constant for all size classes and taken as the215

average of the porosity values for the uniform cases from the simulations. Here, this resulted in n0,i = 0.338±0.002 for all size

classes i. This value is slightly less than the typically used value of 0.36 for random sphere packings, which can be attributed

to the non-spherical sediment shape (Rettinger et al., 2022b).

Then, for each of the combinations of two different size classes, the binary variants of the packing models as given in

Appendix B were directly fit to the resulting curves as a function of the mass fraction in order to determine the two free220
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Figure 7. Comparison of different . a LPM (R2 = 0.95, RMSE = 0.008), b MM (R2 = 0.97, RMSE = 0.007), c CPM (R2 = 0.97, RMSE

= 0.006), d NPM (R2 = 0.98, RMSE = 0.006).

parameters. Here, we consider the two components of the LMPM, LPM and MM, separately as they are essentially two

distinct models with separate model parameters. For the CPM, the only three-parameter model, a compaction index of K = 9

was used as suggested for vibrated packings (De Larrard, 1999). The result for the different models is shown in Fig. 7 where

additionally the overall R2 values and root mean square errors (RMSE) are given. All of those individually calibrated models

were able to yield accurate predictions for the , with slightly better results for CPM and NPM.225

The obtained interaction parameters for each model are shown in Fig. 8 as a function of the size ratio alongside the inter-

action function, parameterized as proposed in literature (see Appendix A). While in some cases, e.g., NPM, a good agreement

between both could be seen, larger deviations were generally observed, e.g., for LPM. These differences are expected as the

majority of the suggested parameterizations were obtained for spherical whereas the interaction depends on the shape. There-

fore, we fitted the individual interaction functions with the help of their coefficients to our obtained interaction parameters, as230

suggested by others (Kwan et al., 2015; Liu et al., 2019). The resulting fitted interaction functions are also shown in Fig. 8,
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Figure 8. Interaction parameters of the different prediction models for the simulated binary setups with Rhine sediment. a LPM, b MM, c

CPM, d NPM.

and the corresponding coefficients are reported in Table 2. For LPM and NPM, the agreement between the individually ob-

tained parameters and the fitted functions is overall very good. For the CPM, however, the functional form itself with only

one coefficient seems to be insufficient to accurately capture the actual trend which would call for an in-depth investigation

and improvement of the model for binary packings. For the MM, we refrained from fitting the interaction function since the235

proposed functions Eqs. (A5) and (A6) contain too many coefficients that would promote overfitting and the additional depen-

dency on porosity would require much more data. Still, the original functions exhibited a reasonable agreement with the found

parameters. Combining the findings for the individual model calibration and the fitting of the interaction functions, we find that

the NPM works overall best for the case considered here.

This step finalized the calibration of the interaction functions for all models which we kept as here determined for the240

remainder of this work.
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Table 2. Interaction function and fitted coefficients as shown in Fig. 8.

Model Function Parameters

LPM Eq. (A3) ALMPM
1 = 2.899, ALMPM

2 = 0.026, ALMPM
3 = 2.725

Eq. (A4) BLMPM
1 = 3.033, BLMPM

2 = 1.762, BLMPM
3 = 2.866

CPM Eq. (A7) ACPM
1 = 1.429

Eq. (A8) BCPM
1 = 1.573

NPM Eq. (A9) ANPM
1 = 0.692, ANPM

2 = 2.428

Eq. (A10) BNPM
1 = 0.773, BNPM

2 = 2.234

4

This section applies the packing models with the just calibrated interaction functions for continuous size distributions, contain-

ing coarse sand to gravel. The reference results were again obtained by means of numerical simulations.

4.1 Simulation setup245

The packings were simulated and evaluated with the same method as for the binary packings in Sect. 3. This way, it is ensured

that also all process-related factors that possibly influence the packing behavior are similar to the setup used for the calibration.

This controlled environment thus effectively removes sources of uncertainties usually present in experiments and allows for a

direct analysis of the packing models’ predictive power.

Packing simulations become increasingly challenging for larger size differences as the number of grows cubically and250

numerical stability has to be ensured at the cost of smaller time steps. To limit the computational cost of the present simulations,

we restricted this validation study to a narrow size range that corresponds to coarse sand and gravel. For the first set of

setups, we applied the same seven size fractions as in Table 1. There, we used the six size distributions already considered by

Liang et al. (2015) and Rettinger et al. (2022b), i.e., unimodal and bimodal distributions obtained from different log-normal

distributions. Additionally, seven random size distributions for the same size range and for an extended size range, respectively,255

were generated. The extended size range added two smaller sieve mesh sizes, 1.4 mm - 2 mm and 2 mm - 2.8 mm, to the ones

given in Table 1, resulting in nine size classes. Generally, forN size fractions, these random size distributions were constructed

by selecting N − 1 random numbers, sampled from a uniform distribution between 0 and 1. Those numbers, together with the

values 0 and 1, were then sorted in ascending order to yield the discretized cumulative distribution function, from which the

mass fractions per size class could be obtained as the difference of neighboring values.260

Thus, in total, 20 size distributions were simulated and we provide their size distributions and evaluated porosity values in

the supplementary material.
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Figure 9. Measured (from simulations) vs. predicted porosity for the different packing models. a LMPM (R2 = 0.946, RMSE = 0.009), b

CPM (R2 = 0.931, RMSE = 0.010), c NPM (R2 = 0.308, RMSE = 0.032), d LPM (R2 = 0.762, RMSE = 0.019), e MM (R2 = 0.942,

RMSE = 0.009).

4.2 Evaluation

To obtain the porosity prediction, the coefficients of all interaction functions were taken as found via the previous calibration

study and given in Table 2. , we set n0,i = 0.338 as initial porosity for all size classes.265

The evaluation of the obtained predictions for the three different models for the 20 size distributions is shown in Fig. 9,

together with the R2 score and the RMSE. There, the LMPM exhibited the overall best prediction performance, only slightly

worse than for the bidisperse cases in Fig. 7. It was closely followed by the CPM with an error of 0.01. The NPM showed a

systematic overprediction in porosity with maximum errors up to 0.046 and a large RMSE. This deviation is in stark contrast

to its accurate predictions of the bidisperse case and might hint towards intrinsic deficits for such multi-sized packings.270

These findings revealed that the NPM does not permit accurate porosity predictions for continuous size distributions, whereas

this is seemingly the case for LMPM and CPM. One possibly decisive difference between these two groups is that the LMPM
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Figure 10. Effect of cohesion on porosity of uniform packings of a given mean diameter. Data from laboratory experiments with sediment

from the Rhine River (Frings et al., 2011), corrected for edge effects of the used container for the measurements. The solid black vertical line

denotes the assumed .

and CPM both have built-in mixture models for the size class i, either explicitly via the MM or implicitly via the compaction

model. Such a model is absent in the NPM which, by construction, assumes that only a single size class i forms the dominant

component, see Fig. 3. To partially check this assumption, we additionally used the LPM, i.e., the LMPM without mixture275

packing model, and the MM, i.e., the LMPM without linear packing model. The outcome is also shown in Fig. 9, in the

second row. The predictions from the LPM visually exhibited a strong resemblance to the NPM with mostly too large predicted

porosity values, especially for the intermediate value range, resulting in large errors. In contrast, the MM produced results that

are almost identical to the LMPM, indicating that for the comparably narrow grain size range such a mixture model is of vital

importance as no single size class can really be considered dominant, as assumed in the NPM. Since adding a mixture model280

to the NPM is not straightforward, we decided to exclude this packing model from further comparisons.

5

As a final step, we applied the prediction models to laboratory measurement data obtained for sediment from different rivers.

This data contained samples in the size range of 0.02 mm to 200 mm, thus from silt to coarse gravel.

5.1 Modeling the effect of cohesion285

The packing of very fine , like clay or fine silt, differs from larger as additional interactions, like van der Waals or electrostatic

forces, can become dominant over all other, friction-based or gravitational, forces. As a result, such often form aggregates

(Yu et al., 2003; Zou et al., 2011). This cohesion effect strongly depends on actual size, here generally assumed to become

notable when the grain size is below a critical value dcohc , and influences porosity. Consequently, in order to accurately describe

packings that at least partially contain the sizes where such effects are relevant, cohesion has to be included in the prediction290

model. These cohesion models are briefly outlined next.
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By considering uniform packings, Yu et al. (1997) modeled the increase of porosity due to cohesive interactions for small

sizes by

ñ0,i = n0,i+(1−n0,i)exp(−ecoh (di/dref)
fcoh

), (19)

where we introduced dref = 10−3 m . The two coefficients ecoh and f coh depend on shape and the packing process, and need295

to be calibrated to measurements (Yu et al., 1997). There, Yu et al. (2003) suggested ecoh = 10.141 and f coh = 0.468 which

was also adopted by Zou et al. (2011) and showed a good agreement for and powders used in industrial applications. Based on

these findings, the critical grain size for cohesion was estimated to be around 0.15 mm for dry glass beads (Zou et al., 2011)

and sand (El-Husseiny, 2020).

For fluvial sediment, we carried out an analogous evaluation to determine suitable coefficients of Eq. (19) and the critical300

cohesion size. This analysis is shown in Fig. 10 for the porosity values obtained by Frings et al. (2011) from laboratory

measurements of uniform packings of sediment taken from the Rhine River. A strong increase in porosity for small is clearly

visible for diameters smaller than roughly 0.5 mm, which we take as dcohc . Using the average porosity n0,i = 0.37 reported for

the laboratory measurements, we fitted Eq. (19) to the data and obtained ecoh = 8.916 and f coh = 0.615. The resulting curve

was able to predict the increase in porosity, improving upon the available parameterization.305

In addition to affecting the porosity of uniform packings, Yu et al. (1997) noticed that the interaction among different size

classes changes once cohesive effects play a role. As, e.g., small would not simply fill the void between larger but might

form agglomorates or stick to the larger ’ surface, the gaps inside the packing are increased which, by implication, increases

porosity. Thus, the binary interactions expressed by the size ratio rij and the interaction functions in the packing models should

be adapted as well. For that reason, a modified size ratio was proposed (Zou et al., 2011), given as310

r̃ij = (1− ξcoh)(rij)p
coh

+ ξcoh rij , (20)

where the coefficient pcoh ∈ [0,1] quantifies the cohesive packing degree. The weighting factor ξcoh combines the actual size

ratio rij for coarse with a power-law model for the fine ones (Yu et al., 1997), and was determined as

ξcoh =


1, di ≥ dcohc ,

0, dj ≤ dcohc ,

1− 1.543exp(−0.697dj/dcohc ), di ≤ dcohc ≤ dj ,

(21)

for di < dj (Zou et al., 2011). For the coefficient pcoh, values of 0.15 for natural sand-silt mixtures (El-Husseiny, 2020) up315

to 0.593 for alumina powder (Yu et al., 1997) have been suggested and applied successfully. As the former is presumably

similar to fluvial sediment, we adopted pcoh = 0.15, noting, however, that an appropriate choice might also depend on the

packing conditions (Yu et al., 1997). Following these model assumptions, the interaction functions were here left unchanged

and evaluated with the modified size ratio r̃ij instead of the nominal one.
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Figure 11.

Table 3. Comparison of porosity prediction performance (R2, root-mean-square error RMSE, and maximum absolute error ME) of packing

models for the Rhine River data (Frings et al., 2011).

original with cohesion model

R2 RMSE ME R2 RMSE ME

LMPM -0.023 0.068 0.180 0.384 0.053 0.094

CPM 0.356 0.054 0.187 0.689 0.038 0.096

5.2 Data from the Rhine River320

As part of their porosity measurement campaign in the Rhine River, Frings et al. (2011) carried out 46 laboratory measurements

with sediment obtained from sub-surface layers of the channel bed and river bank, consisting mainly of quartz. The sediment

was put inside a cylindrical container and the water displacement method was used to determine porosity of the individual

samples that featured a size range of 0.02 mm - 200 mm.

To set up the porosity predictors for this data set, we assumed that the sediment form was generally similar to the ones we325

used for calibration in Sect. 3. This can be justified as the samples for the CT scans were taken from the sediment used in

the laboratory measurements, even though the calibration only made use of gravel-sized grains. Consequently, we applied the

same interaction functions as in Sect. 4. The initial porosity n0,i was taken as 0.37 for all size classes, Since the packings

contained very fine grains below the assumed size threshold for cohesion, dcohc = 0.5 mm that we determined above, we used

the adaptions as given by Eqs. (19) and (20) to incorporate the effect of cohesion by increasing the initial porosity of small size330

classes and redefining the size ratio. For comparison, we carried out predictions with the original and the cohesion-modified

variant of the LMPM and the CPM.
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Figure 12. Measured (from laboratory) vs. predicted porosity for the different packing models with fluvial sediment from the Rhine River

(Frings et al., 2011). a LMPM, b CPM.

The outcome of this comparative study is stated in Table 3 and visualized in Fig. 12. The original variants of LMPM and

CPM did not perform well, with low determination coefficients and high mean and maximum errors. As can be seen, both

models underpredicted porosity for almost all packings. Once the modifications by the cohesion model were included, the335

predictions improved significantly in both cases. There, the CPM was performing best and achieved a mean error of 0.038

while the LMPM still exhibited larger errors and a only a low R2 score. This improvement was apparently achieved by an

increase in the predicted porosity for all cases, which is in agreement with the expected action of cohesion in packings.

5.3 Data from the Bès and Galabre River

To investigate the generalizability of the packing models and their parameterizations to other rivers, we made use of a second340

extensive data set obtained by Tabesh et al. (2022) from the banks of two rivers in the Rhône-Alpes in France, named Bès

and Galabre. These rivers are significantly smaller than the Rhine , and feature a different composition of the sediment, both

in terms of lithology and shape. Samples were collected at four different sites with varying sediment characteristics, and their

porosity was analyzed later in the laboratory via the water displacement method. The resulting 52 data points again featured

size distributions in the range of 0.02 mm - 200 mm. In contrast to the Rhine data set above, no information about the porosity345

values of uniform packings of the different size classes was provided, and also no details about form characteristics of the

sediment were given.

Therefore, in the context of the packing models, no calibration of the interaction and cohesion models was possible as in

Sects. 3 and 5.1 for the Rhine River, and we kept the same parameterization as for the Rhine. Also, n0,i as one of the major

input quantities of the models remained unknown. We varied its value in the interval [0.37,0.49] as a sensitivity study, always350

keeping it constant for all size classes but allowing for modifications based on the cohesion model via Eq. (19).
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Table 4. Comparison of porosity prediction performance (R2 score, root-mean-square error RMSE, and maximum absolute error ME) of

packing models for the data from the Bès and Galabre River (Tabesh et al., 2022), for varying values of the assumed initial porosity n0,i.

RMSE values given in bold indicate the best outcome for a certain model.

n0,i 0.37 0.39 0.41 0.43 0.45 0.47 0.49

LMPM + cohesion

R2 -1.168 -0.611 -0.111 0.293 0.574 0.725 0.733

RMSE 0.101 0.087 0.073 0.058 0.045 0.036 0.036

ME 0.159 0.148 0.136 0.123 0.109 0.096 0.084

CPM (K = 9) + cohesion

R2 -0.273 0.165 0.506 0.733 0.828 0.774 0.550

RMSE 0.078 0.063 0.048 0.036 0.029 0.033 0.046

ME 0.135 0.118 0.101 0.084 0.066 0.081 0.103

CPM (K = 4) + cohesion

R2 0.557 0.724 0.777 0.706 0.496 0.135 -0.390

RMSE 0.046 0.036 0.032 0.037 0.049 0.064 0.081

ME 0.120 0.101 0.084 0.084 0.102 0.121 0.141

The results of this study are given in Table 4. had a significant influence on the prediction quality. For the value of 0.37, that

we used for the Rhine River and where it provided reasonable predictions for both packing models, none of the two was able to

yield satisfactory results for the present data set, with mean errors of more than 0.078. The agreement improved for increasing

initial porosity values, where a value of 0.45 was the most accurate choice for the CPM and 0.47 to 0.49 for the LMPM. Since355

both models consistently required such a large initial porosity, one could assume that its actual value might be in the same .

Such a large value would hint towards packing conditions that result in a rather loose packing state.

By construction, the CPM allows for another option to account for loose rather than dense packings, i.e., via the compaction

index K. Using K = 4, as suggested for loose packing conditions, instead of K = 9 as for all previous results, the most

accurate prediction was achieved with an initial porosity of 0.41. This difference is primarily achieved by the model-internal360

modification of the ideal packing densities via Eq. (15), which has a similar effect as providing a larger initial porosity value.

6 Discussion

Applying the packing models as porosity predictors to actual fluvial sediment data in the previous section has revealed their

capabilities but also some challenges. The latter primarily arose in the determination or estimation of the various input param-

eters and quantities, i.e., the initial porosity and the interaction functions that depend on the shape. To facilitate the following365

discussion, we refer again to the overview sketch in Fig. 2.
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Two of the main model parameters, the volume fractions yi and corresponding size information di were here determined

by sieving the collected samples in the laboratory, a standard procedure which is thus not considered problematic. If the

sediment density is known to vary the size classes, e.g., as a result of different lithologies in the deposit, these variations

should be accounted for when converting the mass fractions to volume fractions. Especially for field studies, photogrammetric370

approaches are a promising alternative to sieving but are currently still limited to rather large grain sizes (Mair et al., 2022).

Regarding the other relevant parameters, the above study with the Rhine data can be considered as the ideal case. Since

we had some digital scans of similar sedimentary grains available, simulations were used to calibrate the interaction functions

to binary packings (cf. Sect. 3). The common alternative would be to carry out such measurements in a laboratory setting

(Yu et al., 1996; De Larrard, 1999; Liu et al., 2019). in Sect. 4 with simulated packings under conditions but various size375

distributions showcased that accurate predictions are possible with these packing models. When applied directly to laboratory

measurements, however, differences already occurred in the initial porosity n0,i. Here, to the one found in laboratory which

was larger (0.37) than the one found via simulations (0.338). Furthermore, laboratory measurements of uniform packings were

also useful to parameterize the cohesion model which turned out to be of importance for such wide size distributions containing

very fine grains. The by this combination of findings from laboratory measurements and simulations was reasonably accurate,380

given the fact that also other effects might perturb the measured data, like the porosity-increasing effect of the container

boundaries and the top of the packing. Such influence factors were fully captured by the applied measurement method in the

laboratory but were .

For the comparison to the data from the two French rivers, neither detailed information about the sediment form nor ded-

icated measurements of uniform packings were This lack of information made it necessary to assume that the Rhine-based385

parameterization of the interaction functions and the cohesion model were still applicable here. This might be justified since the

actual sediment form is probably similar to the one of the . A major challenge, however, was to determine the initial porosity

for each size class. The subsequent sensitivity study revealed its large influence on the resulting predictions. In practice, the

initial porosity that resulted in the best predictions for the available data could be used to essentially calibrate this input to the

cases at hand, i.e., specific to the fluvial environment.390

Generally, if form information like the average elongation or flatness is available, the porosity predictions for dense uniform

packings derived by Rettinger et al. (2022b) could be used to determine n0,i where the effect of form is explicitly taken into

account. Since porosity also strongly depends on the packing conditions, available relations for minimal and maximal porosity

of dense and loose packings, respectively, can be used to define a valid range of initial porosity values. For clean sand, e.g., the

relation395

emax = 1.53emin+0.072 (22)

was found for the two limiting void ratios (Cubrinovski and Ishihara, 2002). Assuming that the porosity of the dense uniform

packing is 0.37, as for the Rhine laboratory measurements, then a porosity of 0.49 would correspond to the loose packing state

according to this relation. Thus, the found initial porosity of roughly 0.46 for the French river case could be considered rea-

sonable, provided that also the grain form was similar. Other, refined relations are available using form and shape information400

20



(Chang et al., 2018; Maroof et al., 2022). Alternatively, the CPM offers the possibility to adapt the compaction index K to

account for different packing conditions which can be utilized to avoid supplying unreasonably large initial porosity values for

this model.

If the actual form is strongly different from , then porosity measurements for uniform and binary packings should be carried

out to verify or recalibrate the parameters of the interaction functions. This analysis can be achieved either in the laboratory or405

via simulations (Liu et al., 2017). Ideally, and if relevant for the case at hand, those studies could be extended to very small to

capture the regime of cohesive interactions in order to determine the parameters of the cohesion model as well.

Moving towards field measurements, the challenges associated with the determination of the input variables grow further.

There, the underlying model assumption that the packing is a random mixture could be violated by selective deposition

conditions, that might have led to imbrication or stratification inside the sediment bed. Additionally, it is usually not possible to410

obtain field measurements for uniform packings as those do not occur naturally. These effects lead to additional uncertainties

in the obtained predictions and might essentially limit the applicability of the models considered here. Advanced simulation

studies, that closely resemble the deposition conditions in actual rivers, could be used there as a promising yet demanding

alternative to determine the required model input and promote further model improvements.

All in all, the intrinsic complexity of packings with the large number of influence factors directly carries over to corre-415

sponding prediction models where all of them should be taken into account, i.e., modeled. The more of these factors can be

quantified or excluded, the better the expected outcome using the prediction models considered here.

7 Conclusions

have three different porosity prediction models for the packing of fluvial sediment, which is characterized by a wide range

of size ratios and complex shapes. These packing models, Linear Mixture Packing Model (LMPM), Compressible Packing420

Model (CPM), and Nonlinear Packing Model (NPM), partition the into distinct size classes, for which the respective average

size, the mass fraction per class, and porosity of a single class packing have to be provided. By considering the interaction

between the contained size classes, modeled via interaction parameters and depending on the classes’ size ratio, they provide

predictions of porosity.

These interaction parameters were calibrated via packing simulations of several binary cases using digital scans of actual425

sediment grains from the Rhine River in Germany. This study showed that all of these packing models are able to capture

binary cases well if calibrated adequately, with a slightly better performance of the NPM. Based on the individually calibrated

cases, the models’ interaction parameters could be formulated as functions of the size ratio, making them applicable for the

general, multi-sized case.

, now featuring continuous size distributions between 1.4 mm and 31.5 mm. Keeping all other variables, like packing process430

and porosity evaluation, the same, the accurate prediction capabilities of the LMPM and the CPM for this case were established.

On the other hand, the outcome of the NPM revealed a systematic deficit for these continuous size distributions which we could

attribute to a missing built-in mixture packing model for the dominant size class, as opposed to the two other models.
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Finally, we applied the LMPM and the CPM to two different data sets obtained from laboratory porosity measurements

with sediment from the Rhine River and two French rivers. Both featured size distributions ranging from to 200 mm, thus435

covering the range from silt to coarse gravel. There, we could demonstrate that the packing models should be augmented with

a dedicated cohesion model as it improved the predictions significantly. However, the models were less accurate than for the

simulation data since not all effects of the laboratory experiments could be quantified and were thus not included in the models.

The comparison for the French rivers acted primarily as a sensitivity study regarding unknown input for the packing models,

as here neither information about the size classes’ porosity nor the sediment shape was available. Given a sensible estimate of440

single class porosity values, we could obtain reasonable prediction results. Based on these findings, we discussed several ways

a suitable porosity predictor can be obtained for fluvial sediment deposits, with the general recommendation to make use of

the CPM due to its flexibility.

Overall, we the great potential that lies within given a detailed knowledge of the packing process and some sediment

properties. The observed discrepancy for the case of laboratory measurements and the expected even larger challenge for field445

measurements highlight that many different aspects of such a packing play a role that might not yet be properly accounted for

in the present models or the provided model input. Further improvements are expected once recent extensions of the LMPM

and the CPM, that aim to cover additional interaction effects among the size classes, become available for multi-sized packings,

in combination with the here found importance of a proper mixture packing model as well as a cohesion model. Simulations,

augmented by cohesive effects and featuring different deposition conditions, can here help to identify, quantify, and model450

these effects systematically.

Code and data availability. The simulation software, including the numerical method and the setups, is publicly available via WALBERLA’s

main repository (https://walberla.net). The sediment geometries used in the simulative studies are available on Zenodo (Rettinger et al.,

2022c). Additionally, a Python implementation of the packing models including examples can be found on Zenodo (Rettinger and Frings,

2022) alongside the results of the binary and multi-sized packings obtained by the simulations presented here.455

Appendix A: Details of packing models

A1 Linear Mixture Packing Model

The range of size classes that define the mixture for a specific class i are given as

L=

1, di/rc > d1,

j, dj−1 ≥ di/rc > dj , j = 2,3, . . . , i.
(A1)

M =

j, dj ≥ di rc > dj+1, j = i, i+1, . . . ,N − 1,

N, dN > di rc.
(A2)460
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This definition uses the modification proposed by Frings et al. (2008), who also provided a detailed explanation of the model.

The interaction parameters aLMPM and bLMPM are functions of the size ratio and were proposed as

aLMPM(rij) = (1− rij)A
LMPM
1 +ALMPM

2 rij(1− rij)A
LMPM
3 , (A3)

bLMPM(rij) = (1− rij)B
LMPM
1 +BLMPM

2 rij(1− rij)B
LMPM
3 . (A4)

By considering binary packings of spherical , Yu et al. (1996) determined the coefficients as ALMPM
1 = 3.3, ALMPM

2 = 2.8,465

ALMPM
3 = 2.7, BLMPM

1 = 2.0, BLMPM
2 = 0.4, and BLMPM

3 = 3.7.

The quadratic and cubic mixture parameters cLMPM and dLMPM, respectively, were found to be a function of the size ratio rjk

and the initial mixture porosity n0,mix, as obtained from the specific volume νmix
0 (Yu and Standish, 1991):

cLMPM(rjk,n0,mix) =


10.288× 10−1.4566n0,mix(−1.0002+0.1126rjk+

5.8455r2jk − 7.9488r3jk +3.1222r4jk), rjk ≤ 0.741,

0, rjk > 0.741,

(A5)

dLMPM(rjk,n0,mix) =


(−1.3092+15.039n0,mix− 37.453n20,mix +40.869n30,mix− 17.110n40,mix)

(−1.0029+0.3589rjk +10.970r2jk − 22.197r3jk +12.434r4jk), rjk ≤ 0.741,

0, rjk > 0.741.

(A6)470

A2 Compressible Packing Model

The model’s interaction parameters, aCPM and bCPM, are functions of the size ratio rij and were found from binary experiments

with rounded and crushed aggregates as

aCPM(rij) =

√
1− (1− rij)A

CPM
1 , (A7)

bCPM(rij) = 1− (1− rij)B
CPM
1 , (A8)475

with coefficients ACPM
1 = 1.02 and BCPM

1 = 1.5 (De Larrard, 1999).

A3 Nonlinear Packing Model

The two interaction functions, aNPM and bNPM are generally given as

aNPM(rij) =ANPM
1 (1− rij)A

NPM
2 , (A9)

bNPM(rij) =BNPM
1 (1− rij)B

NPM
2 , (A10)480

where the coefficient values ANPM
1 = 0.670, ANPM

2 = 2.508, BNPM
1 = 0.700, and BNPM

2 = 2.065 were extracted from experi-

ments with binary spherical glass beads (Liu et al., 2019).
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Appendix B: Binary versions of packing models

In the following, we state the binary versions of the packing models presented in Sect. 2 which were then used in Sect. 3.

B1 Linear Mixture Packing Model485

As the LMPM (Yu and Standish, 1991; Yu et al., 1996) combines a linear packing model and a mixture packing model with

individual parameters we consider them separately here. The specific volume according to the linear packing model (LPM) for

a binary packing is (Yu et al., 1996):

v =max(ν1y1 + ν2(1− aLMPM
12 )y2,(ν1− (ν1− 1)bLMPM

21 )y1 + ν2y2) (B1)

with parameters aLMPM
12 and bLMPM

21 . The mixture packing model (MM) for a binary packing is given as490

v = y1ν1 + y2ν2 + cLMPM
12 y1y2 + dLMPM

12 y1y2(y1− y2) (B2)

with parameters cLMPM
12 and dLMPM

12 .

B2 Compressible Packing Model

The packing densities of the two ideal packings considered by the CPM (De Larrard, 1999) are given as

γ1 =
β1

1− (1− aCPM
12

β1

β2
)y2

, (B3)495

γ2 =
β2

1− (1−β2 + bCPM
21 β2(1− 1

β1
))y1

(B4)

with the parameters aCPM
12 and bCPM

21 . The final φ is obtained by solving the quadratic equation

K =
y1/β1

1/φ− 1/γ1
+

y2/β2
1/φ− 1/γ2

(B5)

for the chosen value of K.

B3 Nonlinear Packing Model500

The void ratio of a binary packing according to the NPM (Liu et al., 2019) is given as

e=max
(
ε1y

2
1 − ε2y22 +2ε2y2− aNPM

12 (ε2(1+ y1)+ 1)y2, ε2y
2
2 − ε1y21 +2ε1y1− bNPM

21 ε1(1+ y2)y1
)

(B6)

with the parameters aNPM
12 and bNPM

21 .
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